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Abstract

Under-resourced speech recognizers may benefit from data in languages other than the target language. In this paper,
we report how to boost the performance of an Afrikaans automatic speech recognition system by using already available
Dutch data. We successfully exploit available multilingual resources through (1) posterior features, estimated by multi-
layer perceptrons (MLP) and (2) subspace Gaussian mixture models (SGMMs). Both the MLPs and the SGMMs can be
trained on out-of-language data. We use three different acoustic modeling techniques, namely Tandem, Kullback–Leibler
divergence based HMMs (KL-HMM) as well as SGMMs and show that the proposed multilingual systems yield 12%
relative improvement compared to a conventional monolingual HMM/GMM system only trained on Afrikaans. We also
show that KL-HMMs are extremely powerful for under-resourced languages: using only six minutes of Afrikaans data
(in combination with out-of-language data), KL-HMM yields about 30% relative improvement compared to conventional
maximum likelihood linear regression and maximum a posteriori based acoustic model adaptation.

Keywords: Multilingual speech recognition, posterior features, subspace Gaussian mixture models, under-resourced
languages, Afrikaans

1. Introduction

Developing a state-of-the-art speech recognizer from
scratch for a given language is expensive. The main reason
for this is the large amount of data that is usually needed
to train current recognizers. Data collection involves large
amounts of manual work, not only in time for the speakers
to be recorded, but also for annotation of the subsequent
recordings. Therefore, the need for training data is one of
the main barriers in porting current systems to many lan-
guages. On the other hand, large databases already exist
for many languages.

Previous studies have shown that automatic speech
recognition (ASR) may benefit from data in languages
other than the target language only under certain condi-
tions such as there being less than one hour of data for the
training language (Imseng et al., 2012a; Qian et al., 2011).
Usually, a language with large amounts of training data is
used to simulate small amounts of target training data (Im-
seng et al., 2012a; Qian et al., 2011). For instance (Niesler,
2007) studied the sharing of resources on real under-
resourced languages, including Afrikaans, inspired by mul-
tilingual acoustic modeling techniques proposed by Schultz
and Waibel (2001). However, only marginal ASR perfor-
mance gains were reported.

Standard ASR systems typically make use of phonemes
as subword units to model human speech production. A
phoneme is defined as the smallest sound unit of a language
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that discriminates between a minimal word pair (Bloom-
field, 1933, p. 78). Although humans are able to pro-
duce a large variety of acoustic sounds, we assume that all
those sounds across speakers and languages, share a com-
mon acoustic space. We found in previous studies (Imseng
et al., 2012a, 2011) that the relation between phonemes of
different languages can (1) be learned and (2) be exploited
for cross-lingual acoustic model training or adaptation.
Posterior features, estimated by multilayer perceptrons
(MLPs), are particularly well suited for such tasks. Even
though previous posterior feature studies that used more
than one hour of target language data reported rather
small or no improvements (up to 3.5% relative) (Tòth
et al., 2008; Grézl et al., 2011), we successfully used poste-
rior features estimated by MLPs that are trained on sim-
ilar languages such as English, Dutch and Swiss German
to boost the performance of an Afrikaans speech recog-
nizer (Imseng et al., 2012b).

In this paper, we show how to significantly boost the
performance of an existing Afrikaans speech recognizer
that was trained on three h of within-language data, by
using 80 h of Dutch data. We also compare different acous-
tic modeling techniques and investigate their usefulness
if only very limited amounts of within-language data are
available.

In our most recent study (Imseng et al., 2012b), we
compared two different acoustic modeling techniques for
posterior features, namely Tandem (Hermansky et al.,
2000) and Kullback-Leibler divergence based hidden
Markov models (KL-HMM) (Aradilla et al., 2008). KL-
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HMM and Tandem both exploit multilingual information
in the form of posterior features; we found that they bene-
fit from MLPs that were trained on context-dependent tar-
gets, but limited ourselves to MLPs with relatively small
numbers of context-dependent targets (about 200). In this
study however, we further investigate MLPs trained on
context-dependent targets and allow ten times more out-
put units. We also investigate a different (and more suit-
able) cost function for the KL-HMM framework and com-
pare the aforementioned acoustic modeling techniques to
subspace Gaussian mixture models (SGMM), conventional
maximum likelihood linear regression (MLLR) and maxi-
mum a posteriori (MAP) adaptations.

Given three h of Afrikaans data, KL-HMM, Tandem
and SGMM successfully exploit 80 h of Dutch data and
yield more than 10% relative improvement compared to
the conventional HMM/GMM based monolingual recog-
nizer. Furthermore, we also compare the performance
of KL-HMM, Tandem, SGMM, MLLR and MAP if only
six minutes of Afrikaans data is available. KL-HMM is
demonstrated to be particularly well suited to such low
amount of data scenarios and outperforms all other acous-
tic modeling techniques and also MLLR and MAP adap-
tations.

We first briefly review Tandem, KL-HMM and SGMM
in Section 2. In Section 3, we then present the databases
that we used for the training of the MLPs and the shared
SGMM parameters as described in Section 4, and give an
overview over the investigated systems in Section 5. Ex-
periments and results are then given in Section 6 and dis-
cussed in Section 7.

2. Acoustic modeling

In this paper, we investigate three different acoustic
modeling techniques and also compare them to a conven-
tional HMM/GMM system. The investigated approaches
are well suited to exploit out-of-language data. We also
compare them to an HMM/GMM system that exploits
out-of-language data with the conventional maximum like-
lihood linear regression (MLLR) approach (Gales, 1998)
and with maximum a posteriori (MAP) adaptation (Gau-
vain and Lee, 1993).

Two of the presented approaches exploit out-of-
language data on the feature level, namely Tandem (Her-
mansky et al., 2000) and Kullback–Leibler divergence
based HMM (KL-HMM) (Aradilla et al., 2008). Subspace
Gaussian mixture models (SGMM) (Burget et al., 2010) on
the other hand exploit out-of-language data on the acous-
tic model level. The Tandem approach is illustrated in
Figure 1, KL-HMM in Figure 2 and SGMM in Figure 3.

The posterior feature based approaches exploit out-of-
language information in the form of a Multilayer Percep-
tron (MLP) which was trained on out-of-language data,
whereas the SGMM uses a Universal Background Model
(UBM) and shared projection matrices trained on out-of-

language data. In the remainder of this section, we will
briefly review all three acoustic modeling techniques.

2.1. Feature level

Both posterior feature based approaches involve the
training/estimation of two different kind of distributions:

• Posterior features: The posterior features are phone
class posterior probabilities given the acoustics and
estimated with an MLP that can be trained on any
auxiliary dataset. Therefore we call it an auxil-
iary MLP and choose an out-of-language dataset
with large amounts of available data with which to
train. The language of the training data determines
the number of output units K (number of phone
classes) of the MLP. The phone classes can for exam-
ple be context-independent monophones or context-
dependent triphones. More details about the MLP
training are given in Section 4.1.

Once the MLP is trained, we consider a sequence
of T acoustic feature vectors X = {x1, . . . ,xT },
namely perceptual linear prediction (PLP) features,
extracted from within-language data. As seen
in Figure 2, the phone class posterior sequence
Z = {z1, . . . ,zT } is then estimated with the pre-
viously trained auxiliary MLP. To estimate zt =
(z1t , . . . , z

K
t )T, we consider a nine frame tempo-

ral context {xt−4, . . . ,xt, . . . ,xt+4}. The described
phone class posterior estimation is identical for
both posterior feature based acoustic modeling tech-
niques.

• HMM state distributions: The HMM states qd : d ∈
{1, . . . , D} are associated with the target language.
Each phone (mono- or tri-phone) of the target lan-
guage is modeled with three states, thus the total
number of states D is equal to three times the num-
ber of phones of the target language.

The HMM state distributions consist of emission
and transition probabilities. Based on anecdotal
knowledge, we fix the transition probabilities aij for
both posterior feature based acoustic modeling tech-
niques (see Figures 1 and 2). The emission prob-
abilities however are modeled differently for Tan-
dem and KL-HMM. As we will describe below, Tan-
dem (Section 2.1.1) uses Gaussian mixtures and KL-
HMM (Section 2.1.2) uses a categorical distribution.
The emission probabilities are trained from within-
language data only. Here, we assume that we have
access to a limited amount of within-language data.

2.1.1. Tandem

The conventional Tandem approach models the emis-
sion probabilities of the HMM states qd with mixtures
of Gaussians. Figure 1 illustrates the HMM associated
with a three-state-phone (qi, qj , qk). To model the emis-
sion probabilities with Gaussians, the posterior features zt
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Figure 1: Tandem - the emission probabilities of the HMM states
are modeled with Gaussian mixtures and the MLP output is post-
processed. For more details, see Section 5.4.

need to be post-processed. More specifically, the log-phone
class posteriors are decorrelated with a principal compo-
nent analysis (PCA). The transformation matrix can be
estimated on within-language data. Usually, the resulting
feature vector rt = (r1t , . . . , r

L
t )T, has a reduced dimen-

sionality L.

2.1.2. Kullback–Leibler divergence based HMM

As illustrated in Figure 2, a KL-HMM is a partic-
ular form of HMM in which the emission probability
of state qd is parametrized by a categorical distribution
yd = (y1d, . . . , y

K
d )T, where K is the dimensionality of the

features. A categorical distribution is a multinomial dis-
tribution from which only one sample is drawn. In con-
trast to Tandem that uses Gaussian mixtures and therefore
needs the post-processed features rt, the categorical distri-
butions can directly be trained from phone class posterior
probabilities zt.

Kullback and Leibler introduced the term discrimina-
tion information (Kullback and Leibler, 1951; Kullback,
1987) which is nowadays often referred to as the Kullback–
Leibler distance1, defined by Cover and Thomas (1991).
The divergence of Kullback and Leibler (1951) is today
referred to as the symmetric variant of the KL divergence.
Aradilla et al. (2008) proposed multiple KL divergence
based local scores for KL-HMM training and decoding. In
recent studies, we used the symmetric variant of the KL
divergence. However, recently we found that the asymmet-
ric KL divergence KL(x||y) is in fact more robust. This
is also intuitively reasonable in that the underlying acous-
tic modeling problem is not symmetric since we observe

1In reality, usually it is referred to as a divergence rather than a
distance because it is not a metric.
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Figure 2: KL-HMM - the emission probabilities are modeled with
categorical distributions and the MLP output can directly be used.
More details can be found in Section 5.5.

the posterior features and train the categorical distribu-
tions. Therefore, we use the following Kullback–Leibler
based distance as local score in this study:

d(zt,yd) =

K∑
k=1

zkt log
zkt
ykd
. (1)

A detailed description of training and decoding algorithms
based on the symmetric variant of the KL divergence can
be found in (Imseng et al., 2012a). In this paper we use
the asymmetric KL divergence as given in (1). For clarity,
we briefly review the training and decoding algorithms.

Training
The categorical distributions Y = {y1, . . . ,yD} can

be learned using an iterative Viterbi segmentation-
optimization scheme. The cost function can be defined
by integrating the local score, given in (1), over time t and
states qd, resulting in

F(Z, Y ) =

T∑
t=1

D∑
d=1

d(zt,yd)δdt , (2)

where the Kronecker delta δdt is defined as:

δdt =

{
1, if xt is associated with state qd

0, otherwise.

To associate each xt with one of the states, the HMM
aligns the phone class posterior probabilities Z with the
states by minimizing F(Z, Y ), given in (2).

Each zt is then used to update a particular categor-
ical distribution yd. To minimize F(Z, Y ) subject to∑K

k=1 y
k
d = 1, we take the partial derivative with respect

to each variable ykd and set it to zero to find the minimum.
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Then, we introduce the Lagrange multipliers λ to enforce
the sum to one constraint:

∂

∂ykd

[
F(Z, Y ) + λ

(
K∑

k=1

ykd − 1

)]
= 0. (3)

Solving (3) yields:

ykd =
1

λ

∑
∀t∗

zkt , (4)

where the sum extends over all t∗ such that xt∗ is associ-
ated with state qd. Solving (4) for λ yields:

λ =
∑
∀t∗

K∑
k=1

ykd =
∑
∀t∗

1 = Td,

where Td stands for the number of frames associated with
state qd. We thus obtain:

ykd =
1

Td

∑
∀t∗

zkt . (5)

Decoding
During decoding, we minimize:

FQ(Z, Y ) = min
Q

T∑
t=1

[
d(zt,yqt)− log aqt−1qt

]
, (6)

where Q = {q1, . . . , qT } stands for all allowed state paths
and yqt is the categorical distribution associated with qt,
the state at time t. The transition probabilities aqt−1qt are
fixed.

2.2. Acoustic model level

In addition to feature level, out-of-language data can
also be directly exploited on the acoustic model level to
improve ASR performance. In this study we employ SG-
MMs as an acoustic modeling technique exploiting out-of-
language data. Similar to feature level, HMM state distri-
butions associated with the target language are estimated.
The transition probabilities are fixed and the emmission
probabilities are modeled using probability density func-
tion in an SGMM manner.

2.2.1. Subspace Gaussian mixture model (SGMM)

In the SGMM acoustic modeling approach, each speech
state associated with an HMM is modeled by a GMM, as
is the case for conventional HMM/GMMs. However, the
GMMs are not the parameters of the model. Instead, each
HMM state qd (where d represents a state index) is associ-
ated with a vector vd = (v1d, . . . , v

S
d )T, where S is usually

similar to the dimension of the acoustic speech features.
Mathematically, the SGMM model can be described as
follows (Povey et al., 2010):
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Figure 3: SGMM - the emission probabilities of each context-
dependent HMM-state qd are modeled by GMM. Each HMM-state is
parametrized by a vector vd. The parameters M and W are globally
shared.

p(xt|qd) =

I∑
i=1

ωd
iN (xt;µi,d,Σi), (7)

µi,d = Mivd, (8)

ωd
i =

exp(wi · vd)∑I
l=1 exp(wl · vd)

, (9)

where xt ∈ RA denotes feature vector, qd is the HMM-
state, and vd ∈ RS is the state-specific vector. The
model in each HMM state is represented by a simple GMM
with I Gaussians, mixture weights ωd = (ωd

1 , . . . , ω
d
I )T,

means µi,d, and covariances Σi. Σi are shared across
the states. The state-specific vectors vd ∈ RS together
with the globally shared parameters M = (M1, . . . ,MI)T

and W = (w1, . . . ,wI)T with wi = (w1
i , . . . , w

S
i ) are used

to derive the means and mixture weights representing the
given HMM state. For the initialization of the SGMM, a
generic GMM with I Gaussians, denoted as UBM, mod-
eling all the speech is used. SGMM acoustic modeling is
depicted in Figure 3 for a single HMM.

Note that the equations above assume (without loss of
generality) one state-specific vector vd to be assigned to
each HMM-state. However, as done for the experiments in
this study, we can model each state with a mixture of sub-
states (Povey et al., 2011), each having its own sub-state
specific vector vdj

, where j = 1, . . . , Jd with Jd being the
number of sub-states of state d. In that case, we also need
to estimate the mixture weights cj for each sub-state.
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ID Language Number of Amount of
phonemes training data

AF Afrikaans 38 3 h
CGN Dutch 47 81 h

Table 1: Summary of the different languages with number of
phonemes and amount of available training data.

3. Databases

We used data from Afrikaans and Dutch as summarized
in Table 1. In this section, we describe the two databases.

3.1. LWAZI

The Afrikaans data is available from the LWAZI corpus
provided by the Meraka Institute, CSIR, South Africa2

and described by Barnard et al. (2009). The database
consists of 200 speakers, recorded over a telephone chan-
nel at 8 kHz. Each speaker produced approximately 30
utterances, where 16 were randomly selected from a pho-
netically balanced corpus and the remainder consisted of
short words and phrases.

The Afrikaans database comes with a dictionary (Davel
and Martirosian, 2009) that defines the phoneme set con-
taining 38 phonemes (including silence). The dictionary
that we used contained 1585 different words. The HLT
group at Meraka provided us with the training and test
sets. In total, about three hours of training data and 50
minutes of test data is available (after voice activity de-
tection).

Since we did not have access to an appropriate language
model, we trained a bi-gram phoneme model on the train-
ing set and only report phoneme accuracies in this study.
The bi-gram phoneme model learned the phonotactic con-
straints of the Afrikaans language and has a phoneme per-
plexity of 14.5 on the training set and 14.7 on the test
set.

3.2. Corpus Gesproken Nederlands

Heeringa and de Wet (2008) reported that standard
Dutch seems to be the best language from which to bor-
row acoustic data for the development of an Afrikaans
ASR system. Our studies confirmed that hypothesis (Im-
seng et al., 2012b). Therefore, we used data of the
Spoken Dutch Corpus (Corpus Gesproken Nederlands,
CGN) (Oostdijk, 2000) that contains standard Dutch pro-
nounced by more than 4000 speakers from the Netherlands
and Flanders. The database is divided into several subsets
and we only used “Corpus o” because it contains phonet-
ically aligned read speech data pronounced by 324 speak-
ers from the Netherlands and 150 speakers from Flanders.
“Corpus o” uses 47 phonemes and contains 81 h of data
after the deletion of silence segments that are longer than
one second. It was recorded at 16 kHz, but since we use
the data to perform ASR on Afrikaans, we downsampled
it to 8 kHz prior to feature extraction.

2http://www.meraka.org.za/hlt

ID Language Number of Frame accuray
output units on validation set

AF Afrikaans 187 43.8%
CGN Dutch 1789 56.5%

Table 2: Summary of the MLPs with number of output units and
frame accuracy on the cross-validation set.

4. Multilingual boosting strategies

In this section, we describe how out-of-language data is
exploited in case of feature-level and acoustic model-level
adaptation.

4.1. Feature level approach

For each language (Afrikaans and Dutch), we trained
an MLP from 39 Mel-Frequency Perceptual Linear Pre-
diction (MF-PLP) features (C0 – C12+∆+∆∆) in a nine
frame temporal-context (four preceding and following
frames), extracted with the HTS variant (Zen et al., 2007)
of the HTK toolkit. The number of parameters in each
MLP was set to 10% of the number of available training
frames, to avoid overfitting. We used Quicknet (Johnson,
2005) software to train the MLPs.

We have already shown that systems that use MLPs
which are trained on context-dependent targets (tri-
phones) outperform MLPs trained on context-independent
monophones (Imseng et al., 2012b). Therefore, we trained
both MLPs on triphone targets. To obtain triphone tar-
gets, we developed a standard HMM/GMM system with
all the training data for both languages and used a stan-
dard decision tree approach to tie rare triphones. More
specifically, we used the minimum description length cri-
terion to automatically determine the number of tied tri-
phones for each language independently (Shinoda and
Watanabe, 1997). As described by Shinoda and Watanabe
(1997), the MDL criterion has a hyper-parameter, c, which
controls the weight of the term that penalizes models with
large amounts of triphones. We tuned c on the Afrikaans
database and fixed it to 16 (for both databases). The
HMM/GMM systems were then used to align the train-
ing data in terms of tied triphones. We used 90% of the
training set for training and 10% for cross-validation to
stop training. Table 2 shows the number of output units
(tied triphones) per MLP and frame accuracy on the cross-
validation set.

4.2. Acoustic model level approach

To exploit out-of-language data, the SGMM model
parameters can be divided into HMM-state specific and
shared parameters, as visualized in Figure 3. As pro-
posed by Burget et al. (2010), M and W projection
matrices together with UBM can be perceived as shared
(language-independent) and can therefore be trained us-
ing large amounts of data from different languages. As al-
ready mentioned in Section 2.2.1, we use several sub-states
per HMM-state. The sub-state-specific vectors vdj as well
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Afrikaans Dutch
A: A
ae E
oe Y
ø: ø
H h

Table 3: The Afrikaans phonemes without a matching Dutch seed
model (same IPA symbol not present in the Dutch phoneme set) are
given in the left column. The corresponding manually chosen Dutch
seed models are listed in the right column.

as the mixture weights cj are trained on within-language
data.

5. Systems

In this section, we will describe the systems that we
investigated to study the exploitation of out-of-language
data in the framework of under-resourced ASR. We
will compare the performance of the Tandem approach
with the performance of KL-HMM and SGMM. Further-
more, we will also compare the proposed systems to an
HMM/GMM baseline only trained on within-language
data and to an HMM/GMM system trained on Dutch and
then adapted to Afrikaans by using MLLR and MAP.

5.1. HMM/GMM

Each context-dependent triphone is modeled with three
states (qi, qj , qk). As usually done, we first train context-
independent monophone models that serve as seed models
for the context-dependent triphone models. We use eight
Gaussians per state to model the emission probabilities.
To balance the number of parameters with the amount of
available training data, we apply conventional state tying
with a decision tree that is based on the minimum de-
scription length principle (Shinoda and Watanabe, 1997).
Training and decoding is performed with HTS.

5.2. Maximum likelihood linear regression (MLLR)

To evaluate whether an under-resourced language
could be accommodated by linear transforms, we first train
a triphone HMM/GMM system on the Dutch data. Each
triphone state is modeled with 16 Gaussians. We inves-
tigate the standard MLLR and use a regression tree that
allows up to 32 regression classes.

For most Afrikaans phonemes, we use the correspond-
ing Dutch phoneme, represented with the same IPA sym-
bol, as a seed model for MLLR. However, not all the
Afrikaans phonemes are also present in the Dutch phoneme
set. The Afrikaans phonemes without matching Dutch
seed model are given in Table 3 together with the re-
spective manually chosen Dutch seed model. Further-
more, since the diphthongs i@, u@, @u, @i are not present
in the Dutch phoneme set, we split them into individual
phonemes (monophthongs).

5.3. Maximum a posteriori (MAP) adaptation

Since Köhler (1998) has shown that MAP adaptation
is suitable for cross-lingual acoustic model adaptation,
we also evaluate MAP adaptation. More specifically, the
mean µj,m of mixture component m and state j is adapted
as follows:

µ̂j,m =
Nj,m

Nj,m + τ
µA

j,m +
τ

Nj,m + τ
µD

j,m, (10)

where Nj,m is the occupation likelihood of the Afrikaans
data, τ a parameter to tune, µA the mean of the Afrikaans
data and µD the mean of the Dutch data.

As seed models, we used the same Dutch context-
dependent HMM/GMM models as in Section 5.2. For
Afrikaans phonemes without a matching Dutch seed
model, we again mapped phonemes as explained in Sec-
tion 5.2 and Table 3.

5.4. Tandem

Similar to the conventional HMM/GMM system, for
the Tandem system, we train context-independent mono-
phone models that serve as seed models for the three-state
context-dependent triphone models. We use eight Gaus-
sians per state to model the emission probabilities and
use PCA for decorrelation. PCA can also be used to re-
duce the dimensionality to, for example, 30, as is typically
done (Qian et al., 2011; Grézl et al., 2011). In recent stud-
ies, we have shown that the dimensionality of the feature
vectors greatly affects the performance of the Tandem sys-
tem (Imseng et al., 2012b). Furthermore, we observed that
preserving 99% of the variance yielded similar results to
using all the dimensions (Imseng et al., 2012b). Therefore,
in this study, we fix the dimensionality such that 99% of
the variance is preserved (note that the dimensionality of
different systems varies and is given in Tables 4, 5 and 6).

To balance the number of parameters with the amount
of available training data, we also use a decision tree that is
based on the minimum description length principle (Shin-
oda and Watanabe, 1997).

5.5. KL-HMM

As for HMM/GMM and Tandem, for the KL-HMM
system, we train context-independent monophone mod-
els that serve as seed models for the three-state context-
dependent triphone models.

For KL-HMM, we applied a decision tree clustering re-
formulated as dictated by the KL criterion (Imseng et al.,
2012c). Since it is not obvious how to apply the mini-
mum description length principle to the modified cluster-
ing approach, we tuned the threshold that determines the
number of tied states on the development set.
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System Feature Number of Phoneme
dimension tied states accuracy

HMM/GMM 39 1447 61.2 %
KL-HMM 187 15207 60.6 %
Tandem 48 1846 64.7 %
SGMM 39 2000 65.5 %

Table 4: Using 3 h of Afrikaans data to build a monolingual ASR
system. Acoustic modeling techniques are described in Section 5.
The best result is marked bold; italic numbers point to results that
are not significantly worse.

5.6. SGMM

The training of SGMMs is also done from context-
independent monophone models that serve as seed models
for the three-state context-dependent triphone models.

Decision tree clustering was done automatically, after
having specified the number of leaves to be similar to the
Tandem system. The UBM has I = 500 Gaussians and
the dimensionality of the substate phone-specific vectors,
S, was fixed to 50.

6. Evaluation

In this section, we analyze the performance of the
different systems. We always apply the same bi-gram
phoneme model as described in Section 3.1 and report
Afrikaans phoneme accuracies on the test set (about 50
min of data). The bi-gram phoneme model scaling fac-
tor was determined for each system independently on the
cross-validation set (see Section 4.1). In general, we ex-
pect that the exploitation of Dutch data will improve the
Afrikaans ASR performance. For all the significance tests,
we used the bootstrap estimation method (Bisani and Ney,
2004) and a confidence interval of 95%.

6.1. Afrikaans data only

For the first set of experiments, we only used the
Afrikaans training set (3 h of data) for the training of
the global and local parameters. More specifically, the
MLP for the posterior feature extraction as well as the
globally shared SGMM parameters were trained on three
hours of Afrikaans (see Table 2 for MLP details). In pre-
vious studies (Povey et al., 2010), SGMM outperformed
HMM/GMM when 15 h of training data was used. We
hypothesize that SGMM also outperforms conventional
HMM/GMM if only three hours of data is available for
training. Furthermore, Tandem outperformed conven-
tional HMM/GMM and KL-HMM systems if three hours
of Afrikaans data was available for training (Imseng et al.,
2012b).

Table 4 shows the results. Note that the baseline
results reported by van Heerden et al. (2009), 63.1%
phoneme accuracy, were the first set of results obtained for
the data and the official train and test set were compiled
after the official database release. Personal communica-
tion with the HLT group at Meraka confirmed that the

lower performance of our baseline can be attributed to the
different data partitioning3.

The results in Table 4 confirm our hypotheses. On
Afrikaans data only, SGMM performs best, followed by
Tandem. Bold numbers in tables mark the best result
(column-wise) and italic numbers are not significantly dif-
ferent from the best performance. KL-HMM and the
HMM/GMM baseline perform significantly worse than
SGMM and Tandem.

Table 4 also shows the feature dimensionality of the
employed acoustic modeling techniques. HMM/GMM and
SGMM are both based on acoustic features (39 dimen-
sions). KL-HMM uses the raw output of the Afrikaans
MLP. For the Tandem system however, recall that the pos-
terior features need to be post-processed. Keeping 99% of
the variance after PCA results in a 48-dimensional feature
vector.

The number of tied states, also shown in Table 4, for
HMM/GMM and for Tandem were automatically deter-
mined with the MDL criterion. Based on anecdotal knowl-
edge, we fixed the number of tied states for the SGMM
system similar to the number of tied states for the Tan-
dem system. The number of tied states for the KL-HMM
was tuned on the cross-validation set. Since the categorical
distributions of the KL-HMM can be trained with very few
data, modeling each triphone state separately performed
best. Hence, the decision tree was only used to synthesize
unseen triphone contexts during testing.

Due to the extremely high number of states of the
KL-HMM system compared to the other systems, the KL-
HMM system has the most parameters of the four systems
given in Table 4. To increase the number of parameters of
the other systems, we increased the number of Gaussians
per state for the HMM/GMM as well as for the Tandem
system to 16 and doubled the number of sub-states of the
SGMM system. However, none of the performances im-
proved.

6.2. Auxiliary Dutch data

For the second set of experiments, we used the Dutch
data to train the MLP as well as the globally-shared
SGMM parameters. We also trained Dutch seed models
for the MLLR and MAP adaptation. The Afrikaans data
was used to train the HMM distributions (KL-HMM and
Tandem), the sub-state phone-specific vectors vd and sub-
state mixture weights cj (SGMM) and the MLLR adap-
tation. MAP adaptation was applied as described in (10)
and τ was tuned on the development set (see Table 5).

Since three hours seems to be a reasonable amount of
training data, we also simulated very low-resourced lan-
guages and evaluated three different scenarios: six min-
utes of data, one hour of data and three hours of data.

3The HLT group now also uses the partitioning that we used in
this paper and report a lower performance.
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System Feat. 6 min 1 h 3 h
dim. TS τ PA [%] TS τ PA [%] TS τ PA [%]

HMM/GMM 39 116 — 38.6 594 — 55.3 1447 — 61.2

MLLR 39 — — 41.3 — — 44.4 — — 44.7
MAP 39 11357 15 39.4 11357 5 46.9 11357 1 50.6
KL-HMM 1789 635 — 53.1 13308 — 61.5 15207 — 67.3
Tandem 286 114 — 41.0 537 — 61.3 1846 — 68.2
SGMM 39 150 — 40.2 600 — 60.4 2000 — 68.5

Table 5: Exploiting Dutch data to improve an Afrikaans ASR system. The different acoustic modeling techniques are described in Section 5.
TS stands for the number of tied states, PA for phoneme accuracy and τ is the parameter of the MAP adaptation. Best results of each PA
column are marked bold; italic numbers point to results that are not significantly worse.

For the sake of comparison, we also evaluated a conven-
tional HMM/GMM system for each scenario. We hypoth-
esize, that KL-HMM performs best for very low amounts
of data because we have seen this behavior in previous
similar evaluations of KL-HMM (Imseng et al., 2012c). If
three hours of data is available, we expect that KL-HMM,
Tandem and SGMM are successfully exploiting the out-of-
language data and performing similarly well.

Table 5 confirms our hypotheses. The HMM/GMM
(only trained on Afrikaans) is clearly outperformed by KL-
HMM, Tandem and SGMM, hence all three systems suc-
cessfully exploit out-of-language information. MLLR and
MAP, however, only perform better than HMM/GMM if
six minutes of Afrikaans data are available. Note that both
approaches are bound to phoneme sets. Köhler (1998) for
example had for each phoneme a multilingual seed model
that was trained from data associated with a matching IPA
symbol. In our case however, we needed to manually map
several Afrikaans phoneme models as discussed in Table 3.
If there is 1 h or more data available, MAP outperforms
MLLR.

For the three hours as well as the one hour scenario,
SGMM, KL-HMM and Tandem all perform statistically
the same. While SGMM is the most suitable acoustic mod-
eling technique if we train only on within-language data,
KL-HMM (which was performing significantly worse in Ta-
ble 4) benefits most from out-of-language data and seems
to be particularly well suited to exploit out-of-language in-
formation on this database. Furthermore, KL-HMM using
six minutes of data performs almost as well as a conven-
tional monolingual HMM/GMM system using one hour of
data. In the case of the SGMM, results are slightly worse
than expected. We suppose that the dimensionality of the
sub-state-specific vectors is probably too high for only six
minutes of data.

6.3. Within- and out-of-language data

We have already shown that properly combining acous-
tic information from multiple similar languages can boost
the performance. Therefore, we hypothesize that the per-
formance can be improved if we concatenate the output
of both MLPs or train the shared SGMM parameters on
both languages. The concatenated MLP outputs were
renormalized to guarantee that the feature vectors can be

System Feature Phoneme
dimension accuracy

KL-HMM 1976 68.8 %
Tandem 308 68.4 %
SGMM 39 68.6 %

Table 6: Using the Dutch and Afrikaans MLP (KL-HMM and Tan-
dem) and use Dutch and Afrikaans data to train the shared param-
eters (SGMM). The best result is marked bold; italic numbers point
to results that are not significantly worse.

interpreted as posterior distributions, as assumed by the
KL-HMM. For the Tandem systems, we post-process the
normalized vectors as already described in Section 5.4. For
SGMM, we trained the shared parameters with the data
of both languages.

However, Table 6 shows that the results only
marginally improve for Tandem and SGMM. For KL-
HMM, they improve by 1.5% absolute. KL-HMM per-
forms best but not statistically differently from the other
systems.

7. Discussion

The results in Section 6 have shown that (a) out-
of-language data improved an existing Afrikaans speech
recognizer and (b) KL-HMM outperforms all other ap-
proaches if only 6 min of Afrikaans data are available. In
this section, we discuss the two conclusions.

7.1. Out-of-language data

The systems in Table 6 perform significantly better
than the HMM/GMM baseline that does not use Dutch
data (see Table 4). We hypothesize that Dutch data
mostly improve recognition accuracy of phonemes for
which the Afrikaans dataset does not contain much train-
ing data. Figure 4 shows the relative phoneme accuracy
change per phoneme of the systems given in Table 6 with
respect to the HMM/GMM baseline that does not use
Dutch data. The phonemes on the x-axis are sorted ac-
cording to their frequency in the Afrikaans training data
with the most frequent phonemes on the left. Figure 4
appears to confirm our hypothesis.
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Figure 4: Relative phoneme accuracy change per phoneme of the systems shown in Table 6 with respect to the monolingual HMM/GMM
baseline system. The phonemes on the x-axis are sorted according to their frequency in the Afrikaans training data (most frequent phoneme
on the left).

7.2. KL-HMM

Even though we performed an extensive error analysis,
there was no clear evidence for which phonemes KL-HMM
yields most improvement compared to the other modeling
techniques. Rather, KL-HMM consistently improves the
recognition accuracy across all phonemes. We attribute
the improvement to the sophisticated acoustic modeling
and the constrained optimization space that are particu-
larly well suited for low amount of data scenarios.

8. Conclusion and future work

We successfully exploited Dutch data and boosted a
monolingual speech recognizer that was trained on three
h of Afrikaans data. We compared KL-HMM, Tandem,
SGMM, MLLR as well as MAP and found that KL-HMM,
Tandem and SGMM successfully exploit out-of-language
data if at least one hour of within-language data are avail-
able. If only six minutes of data are available, KL-HMM
outperforms all other acoustic modeling techniques includ-
ing MLLR and MAP.

Furthermore, we found that if three h of within-
language data and 80 h of out-of-language data are avail-
able, the proposed systems yield 12% relative improvement
compared to a conventional HMM/GMM system only us-
ing within-language data. If only six minutes of within-
language data and 80 h of out-of-language data are avail-
able, KL-HMM performs relatively about 30% better than
MLLR and MAP .

We exploited multilingual information on the feature
level by applying simple concatenation of MLP outputs.
In future, we plan to explore different methods to com-
bine the output of several MLPs. Furthermore, we also
exploited multilingual information on the acoustic model-
ing level. To investigate whether the two approaches are
complementary, we plan to implement an SGMM system
based on posterior features.
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