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Abstract—Whenever we listen to a voice for the first time, we attribute personality traits to the speaker. The process takes place in a few seconds and it is spontaneous and unaware. While the process is not necessarily accurate (attributed traits do not necessarily correspond to the actual traits of the speaker), still it influences significantly our behavior towards others, especially when it comes to social interaction. This article proposes an approach for the automatic prediction of the traits the listeners attribute to a speaker they never heard before. The experiments are performed over a corpus of 640 speech clips (322 identities in total) annotated in terms of personality traits by 11 assessors. The results show that it is possible to predict with high accuracy (more than 70% depending on the particular trait) whether a person is perceived to be in the upper or lower part of the scales corresponding to each of the Big-Five, the personality dimensions known to capture most of the individual differences.
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1 INTRODUCTION

One of the main findings of Social Cognition is that spontaneous and unaware processes influence our behavior to a large extent, especially when it comes to social interactions [1]. In particular, there is a large body of evidence showing that “people make social inferences without intentions, awareness, or effort, i.e. spontaneously” [2]. Furthermore, the phenomenon is so pervasive that it has been observed not only when we meet other individuals in person, but also when we see them in pictures [3], we watch them in videos [4], or we listen to them in audio recordings [5].

This paper considers a facet of the phenomenon above, namely the spontaneous attribution of personality traits to speakers we are not acquainted with. In particular, the paper proposes an approach for prosody based Automatic Personality Perception (APP), i.e. for automatically mapping prosodic aspects of speech into personality traits attributed by human listeners. Unlike Automatic Personality Recognition (APR), the goal of APP is not to predict the real personality of an individual, but the personality as perceived by observers. In other words, APP is not expected to predict the real personality of a given person, but the personality that observers attribute to her in a given situation.

There are at least three reasons to consider the APP problem important (especially in zero acquaintance scenarios): the first is that interactions with unknown individuals are frequent in our everyday life and include, e.g., phone conversations with call centre operators, job interviews, meetings with new colleagues, etc. In all these cases, our behavior is not driven by the actual personality of the people we have around, but by the traits we spontaneously perceive and attribute to them [1], [2]. For example, the traits we attribute to politicians after having watched their picture for 100 ms predict whether we vote for them or not [3].

The second is that we attribute traits not only to people, but also to machines that exhibit human-like features and behaviors, including robots, embodied conversational agents, animated characters etc. [4], [5]. In this case, only APP can be performed because machines do not have personality and APR is simply not possible. Furthermore, traits attributed to machines help to predict the attitude of the users. For example, extravert people tend to spend more time with the robots they perceive to be extravert than with those they perceive to be introvert [6].

The third is that perceived traits correlate with a wide spectrum of personal characteristics (e.g. professional choices, political orientations, well-being, etc.) better than self-assessed traits, typically considered as the actual personality of an individual [7]. The prediction of personal characteristics is one of the most important applications of personality theory [8] and APP approaches, aimed at predicting attributed traits, are likely to contribute to it. For example, Section 6.2 shows that perceived traits allow one to predict whether a person is a professional speaker or not.

The APP approach proposed in this work relies on prosody as a physical, machine detectable cue capable of explaining the traits perceived by human listeners. The choice is supported by extensive investigations in human sciences showing that nonverbal vocal behavior influences significantly personality perception [9] (see Section 4 for a short survey). Furthermore, domains like Affective Computing [10] and Social Signal Processing [11] have shown that nonverbal behavioral cues (e.g.,
prosody, facial expressions, gestures, postures, etc.) work effectively as an evidence for technologies dealing with emotional and social phenomena.

So far, only a few works have considered the APP problem in the literature (see Section 4 for a survey). This work contributes to the domain by addressing several issues that, to the best of our knowledge, are still open:

- this is the first work that measures quantitatively the effect of individual prosodic features on APP effectiveness,
- this is the first work that uses personality assessments as features for predicting personal characteristics,
- the dataset used in this work includes three times more individuals than any other APP experiment reported so far in the literature,
- this work considers nonverbal speech features neglected so far in both computing and psychological literature.

The first point is important for two main reasons: on one hand, it provides crucial information towards the development of better APP systems by identifying the most effective vocal cues. On the other hand, it suggests the characteristics that synthetic voices should have in order to elicit the perception of predefined traits. Previous work in psychology (see Section 3) has shown the impact of individual features in terms of correlation with personality traits, but no investigation has been made so far of how individual features contribute to an automatic prediction approach.

The second point is important because it shows that the ratings are coherent with respect to a variable collected independently of the assessments. Such a task oriented methodology for assessing the reliability of ratings has never been used before.

The third point is important because it improves the statistical reliability of the results in a domain where the collection of data, especially when it comes to personality assessments, is expensive and time-consuming (every judge has to assess the entire data set and this becomes difficult when the number of subjects and samples increases).

Finally, the fourth point is important because psychological studies can benefit from expertise on speech processing typically not available in the human sciences community. Hence, it is possible to consider other features than those considered so far and further deepen the study of the interplay between speech and personality.

On the long term, APP can be considered as a contribution to the efforts being done towards bridging the social intelligence gap between people and machines [11]. However, some early applications of APP have already been explored like the generation of synthetic voices eliciting desired social perceptions (see, e.g., [13]), the use of personality assessments in recommender systems [14], the interaction between humans and robots [6], or the indexing of multimedia data in terms of social and emotional user perceptions [15]. In this respect, the development of APP technologies is expected to be beneficial for several computing areas.

2 PERSONALITY AND ITS ASSESSMENT

Personality is the latent construct that accounts for "individuals’ characteristic patterns of thought, emotion, and behavior together with the psychological mechanisms - hidden or not - behind those patterns" [16]. The literature proposes a large number of models (see [17] for an extensive survey), but the most common personality representation relies on the Big Five (BF), five broad dimensions that “appear to provide a set of highly replicable dimensions that parsimoniously and comprehensively describe most phenotypic individual differences” [18].

The BF have been identified by applying factor analysis to the large number of words describing personality in everyday language (around 18000 in English [17]). Despite the wide variety of terms at disposition, personality descriptors tend to group into five major clusters corresponding to the BF:

- Extraversion: Active, Assertive, Energetic, etc.
- Agreeableness: Appreciative, Kind, Generous, etc.
- Conscientiousness: Efficient, Organized, Planful, etc.
- Neuroticism: Anxious, Self-pitying, Tense, etc.
- Openness: Artistic, Curious, Imaginative, etc.

In this perspective, the clusters are interpreted as the trace that salient psychological phenomena leave in language (the lexical hypothesis [18]), one of the main evidences supporting the actual existence of the BF [17].

In light of the above, the BF model represents a personality with five scores (one per trait) that can be thought of as the position on an ideal personality map. Thus, in the BF perspective, personality assessment means essentially to obtain those scores. As the BF account for "phenotypic individual differences" (see quote from [18] above), the main instruments for score assignment are questionnaires where a person is assessed in terms of observable behaviors and characteristics, i.e. in terms of what a person does or how a person appears to be.

Table 1 shows the Big Five Inventory 10 (BFI-10), the questionnaire used in this work [12]. Each question is

<table>
<thead>
<tr>
<th>ID</th>
<th>Question</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>This person is reserved</td>
</tr>
<tr>
<td>2</td>
<td>This person is generally trusting</td>
</tr>
<tr>
<td>3</td>
<td>This person tends to be lazy</td>
</tr>
<tr>
<td>4</td>
<td>This person is relaxed, handles stress well</td>
</tr>
<tr>
<td>5</td>
<td>This person has few artistic interests</td>
</tr>
<tr>
<td>6</td>
<td>This person is outgoing, sociable</td>
</tr>
<tr>
<td>7</td>
<td>This person tends to find fault with others</td>
</tr>
<tr>
<td>8</td>
<td>This person does a thorough job</td>
</tr>
<tr>
<td>9</td>
<td>This person gets nervous easily</td>
</tr>
<tr>
<td>10</td>
<td>This person has an active imagination</td>
</tr>
</tbody>
</table>

The BFI-10 questionnaire used in the experiments of this work. The version reported here is the one that has been proposed in [12].
associated to a 5 points Likert scale (from “Strongly Disagree” to “Strongly Agree”) mapped into the interval [−2, 2]. The BFI-10 includes the ten items that better correlate with the assessments obtained using the full BFI (44 items). The personality scores can be obtained using the answers provided by the assessors ($Q_i$ is the answer to item $i$):

- Extraversion: $Q_6 − Q_1$
- Agreeableness: $Q_2 − Q_7$
- Conscientiousness: $Q_8 − Q_3$
- Neuroticism: $Q_9 − Q_{14}$
- Openness: $Q_{10} − Q_5$

The main advantage of the BFI-10 is that it takes less than one minute to be completed.

3 Speech and Personality

It is around one century ago that the hypothesis of “speech as a personality trait” [19] was proposed for the first time. Since then a large number of studies have analyzed the effect of vocal behavior on personality perception, especially when it comes to prosody, voice quality and fluency.

Prosodic cues include mainly pitch (oscillation frequency of glottal folds), energy (perceived as loudness) and speaking rate. The results of [20] show that males with higher pitch variation are perceived as more dynamic, feminine and aesthetically inclined. In contrast, female with higher pitch variation are rated as more dynamic and extravert. The work in [21] investigates the joint effect of pitch variation and speaking rate. High pitch variation combined with high speaking rate leads to perception of high competence and vice-versa.

Similar effects are observed with respect to benevolence: low pitch variation and high speaking rate lead to low benevolence ratings, the contrary of high pitch variation and low energy. In the same vein, a negative correlation between mean pitch and both extraversion and dominance has been observed for American female speakers (in [22] as cited in [23]). The same study has shown that the correlation is positive for American male speakers. In the case of German speakers, higher pitch leads to low Extraversion perception.

The correlation between speaking rate and competence has been consistently observed in a large number of studies [21], [24] (as cited in [25]), [26] (as cited in [21]), [25]. The tendency is to associate higher speaking rate to higher competence and vice-versa, but some contradicting evidence has been found as well [25]. Another study [20] showed that faster speakers are perceived as more animated and extravert. The relation between speaking rate and benevolence seems to be more controversial. Some works (e.g., [24], [27] as cited in [25]) suggest that average speaking rates lead to higher benevolence ratings (an invert $U$ relation) while others indicate that these latter decrease when the speaking rate decreases as well (a direct proportionality relation) [25].

The effect of loudness has been examined in [9] and [21]. Findings of the first study report a positive correlation between mean and dynamic range of loudness on one side and emotional stability and Extraversion on the other side. The other work [21] indicates that louder speakers are perceived as more competent and vice-versa.

The effect of voice quality on perception of 40 personality related adjectives is investigated in [20]: for male speakers, breathier voices are perceived as younger and more artistic; for female ones as prettier, more feminine, more sensitive and richer in sense of humour. Earlier studies [28], [29] (as cited in [23]) show that breathy voices sound more introvert and neurotic.

Thinner female voices elicit the perception of immaturity at different levels (social, physical, emotional and mental) [20]. For both genders, flat voices are perceived as more masculine, sluggish and colder. Nasality in both genders was perceived as socially undesirable and the same applies to tenseness, perceived as an indicator of bad temper (male speakers) or youth, emotional instability, and low intelligence (female speakers). Throatiness in men was perceived as being older, realistic, mature, sophisticated and well-adjusted while in women it was perceived as being more selfish. Orotundity showed positive correlation with being energetic, healthy, artistic, sophisticated, proud, interesting and enthusiastic (for male speakers). In the case of female voices, orotundity was perceived as higher in liveliness and aesthetic sensitivity, but too proud and humorless as well.

Fluency aspects of speech like silent and filled pauses have also been explored. The study in [30] has examined the effect of Extraversion on pauses: Extravert people speak with fewer filled pauses, fewer pauses longer than 2 seconds, shorter periods of silence and lower number of silent hesitation pauses. However, in [31] extravert German speakers are found to have more silent pauses. Other investigations have shown that anxious speakers, speak with fewer short silent pauses but more frequent longer pauses [23]. However, the relationship between personality traits and pausing may be more complex because social psychological factors like social skills, self-presentation strategies, etc. have to be taken into account [31].

The works presented in this section investigate the personality perception problem from a psychological point of view and, unlike this article, do not include any attempt to develop computational approaches capable of automatically predicting the traits perceived by human listeners. Computing oriented works are surveyed in the next section.

4 Personality and Computing

Only a few approaches have been dedicated to personality in the computing community, mostly in domains like Social Signal Processing [11] that aim at modeling, analysis and synthesis of nonverbal communication. Table 2
is a synopsis of the main works presented so far in the literature. Voice and speech related cues have been used in all of the approaches while other forms of nonverbal behavior (e.g., the amount of energy associated with body gestures known as fidgeting) appear only in a few cases. The main reason is probably that vocal behavior has been shown to be significantly correlated (more than, e.g., facial expressions and body movements) to important personality aspects like inhibition, dominance, or pleasantness [32].

The main problem with the current state-of-the-art seems to be the low number of individuals represented in the corpora used for experiments. The largest corpus includes 2479 identities and the same number of samples, but it contains only written essays. Thus, it cannot be compared with the corpora used in works based on nonverbal behavior. In these latter, the largest dataset seems to be the one used in this work (322 identities for 640 samples), more than three times larger than the closest corpus (96 individuals for 96 samples).

The first computing approach dealing with personality has been presented in [13]. This work shows not only that manipulating the prosody of synthetic voices (pitch, intensity, speaking rate) influences the perception of Extraversion, but also that synthetic voices perceived as extravert tend to be more appreciated by extravert persons and vice-versa. A similar approach has been proposed in [33], [34] where the results show that prosodic features (pitch range, pitch level, tempo and intensity) of brand-related synthetic voices have an impact on the perception of several traits (sincerity, excitement, competence, sophistication and ruggedness). A wider spectrum of automatically generated nonverbal cues (pitch, speaking rate, gaze and eyebrow movements) has been explored in [35]. The results show that all of the cues actually have an influence on how extravert an embodied conversational agent is perceived. The work in [36] has shown that extravert people tend to spend more time with robots simulating an extravert personality (via speaking rate, loudness and interpersonal distance) than with those simulating an introvert one and vice-versa.

On the analysis side, the earliest approaches have been proposed in [37], [38]. These works consider both personality perception and personality recognition and use written data as well as speech samples for the experiments. Both psycholinguistic, like Linguistic Inquiry and Word Count (LIWC) or MRC (see [37] for more details), and prosodic features (Average, minimum, maximum and standard deviation of pitch, intensity, voiced time, speech rate) have been used, separately and in combination. The recognition is performed using different statistical approaches (C.4.5 decision tree learning, nearest neighbor, Naive Bayes, Ripper, Adaboost and Support Vector Machines with linear kernels). The results show that it is possible to predict whether a person is (or is perceived) below or above average along the Big Five dimensions with an accuracy between 60 and 75 percent, depending on the trait and on the features used.

Similar approaches have been proposed in [39] and [40]. In the first work, statistical functions (entropy, minimum, maximum, etc.) of the main prosodic features (pitch, energy, first two formants, length of voiced and unvoiced segments) have been used to predict whether a speaker is perceived as above or below average along each of the Big Five dimensions. The prediction is performed with Support Vector Machines and the accuracies range between 60 and 75 percent depending on the trait. The other work [40] applies a total of 1450 features based on statistics (e.g., moments of the first four orders) of intensity, pitch, loudness, formants, spectral energy and Mel Frequency Cepstral Coefficients. These are first submitted to a feature selection approach and then fed to Support Vector Machines to recognize 10 different personality types acted by the same speaker. The recognition rate is 60 percent.

As personality plays a major role in social interactions, some works have focused on scenarios where people participate in social exchanges [41], [42], [43]. The approach proposed in [41] focuses on one minute windows extracted from meeting recordings. The meeting participants are represented in terms of mean and standard deviation of vocal characteristics (e.g., energy, formants, largest autocorrelation peak, etc.) as well as fidgeting. These features are fed to a Support Vector Machine trained to recognize two personality traits (Extraversion and Locus of Control) with an accuracy up to 95 percent (however, one of the three classes identified by the authors accounts for 66 percent of the test material).

The experiments in [42] use wearable devices to extract behavioral evidences related to speaking activity (speaking time, voiced time, loudness, etc.), movement (intensity, power, etc.), proximity (time in proximity of others, time in proximity of phones, etc.), face-to-face interactions (number of face-to-face interactions, etc.), and position in a social network (centrality, betweenness, etc.). The results consist of the correlation between the measures above and self-assessed personality traits. In some cases, the absolute value is higher than 0.4 (e.g., the correlation between speaking activity and Agreeableness, and the correlation between social network features and Openness). Proximity is used in [43] as well, where interpersonal distance features (e.g., the minimum distance with respect to others, the distribution of interpersonal distances across others, etc.) and velocity are used to predict self-assessed extraversion and neuroticism. The accuracy in predicting whether someone is above or below the median along a certain trait is 66 percent for Extraversion and 75 percent for Neuroticism. The main limitation of the work is that the number of subjects is low (13 individuals).

While being at an early stage, the state-of-the-art has covered a wide spectrum of behavioral cues (both verbal and non-verbal) and scenarios, but a number of issues still remain open. The first is the number of individuals involved in the experiments: the collection of personality assessments is expensive and time consuming, especially
in APP experiments where the number of raters per subject must be higher than 10. As a consequence, the experiments typically consider only a few tens of subjects and the statistical reliability of the results is potentially limited (see Table 2 for the number of subjects involved in different works).

The second is the use of personality assessments to predict personal characteristics of individuals. Such a task is one of the most important applications of personality theory [8], but so far it has been largely, if not at all, neglected by the computing community. The third problem applies in particular to the APP case and it is the low agreement between assessors that rate the personality of the same individual (the correlation tends to be low to moderate [44]). The phenomenon accounts for the inherent ambiguity of the personality perception problem and it is not evident how to deal with it. The fourth problem is that the Big-Five model is a dimensional representation of personality, but both APP and APR approaches quantize the assessments in order to apply classifiers. This transforms the dimensional representation into a categorical one, but the categories have typically no psychological motivation (the most common approach is to consider assessments below and above average as two classes). Last, but not least, personality perception is culture dependent (listeners belonging to different cultures tend to assign different traits to the same speaker) [45], but such an effect has never been taken into account in computing approaches. In other words, automatic systems tend to either neglect the problem (the culture of both subjects and assessors is simply not taken into account) or to limit the investigation to

<table>
<thead>
<tr>
<th>Author</th>
<th>No. of samples in the corpus</th>
<th>No. of Identities</th>
<th>Real/Acted/Synthetic voice</th>
<th>Personality Traits</th>
<th>Perceived or Self-assessed</th>
<th>Non-verbal Vocal features</th>
<th>Other Features</th>
</tr>
</thead>
<tbody>
<tr>
<td>Schmitz et al. [33], [34]</td>
<td>12</td>
<td>-</td>
<td>S</td>
<td>Sin. Exc. Com. Sep. Rug.</td>
<td>P</td>
<td>36 Pitch range, Pitch level, Tempo, Intensity</td>
<td>-</td>
</tr>
<tr>
<td>Krahmer et al. [35]</td>
<td>8</td>
<td>-</td>
<td>S</td>
<td>Ext.</td>
<td>P</td>
<td>24 Pitch range, Pitch variation, Speaking rate</td>
<td>eye movement, eye blinking, eyebrow movement</td>
</tr>
<tr>
<td>Tapus et al. [36]</td>
<td>12</td>
<td>-</td>
<td>S</td>
<td>Ext.</td>
<td>P</td>
<td>- Loudness, Speaking rate</td>
<td>proxemics</td>
</tr>
<tr>
<td>Mairesse et al. [37], [38]</td>
<td>96/96</td>
<td>R</td>
<td>Big Five</td>
<td>S,P</td>
<td>6</td>
<td>Statistics of: Pitch, Intensity, Speaking rate</td>
<td>LIWC, MRC, Utterance</td>
</tr>
<tr>
<td>Mohammadi et al. [39]</td>
<td>640/322</td>
<td>R</td>
<td>Big Five</td>
<td>P</td>
<td>3</td>
<td>Statistics of: Pitch, Formants, Speaking rate, Voiced &amp; unvoiced segment’s length</td>
<td>-</td>
</tr>
<tr>
<td>Polzehl et al. [40]</td>
<td>30</td>
<td>1</td>
<td>A</td>
<td>Big Five</td>
<td>P</td>
<td>20 Statistics of: Pitch, Intensity, Formants, Loudness, Spectral Energy, MFCC, HNR, ZCR</td>
<td>-</td>
</tr>
<tr>
<td>Olguin et al. [42]</td>
<td>67/67</td>
<td>R</td>
<td>Big Five</td>
<td>P</td>
<td>-</td>
<td>- Speech volume, Speaking time, Voiced speaking, Time</td>
<td>Statistics of: Amount of physical activity, duration &amp; No. of face-to-face interactions, Proximity to other people/bed/phone, etc.</td>
</tr>
<tr>
<td>Zen et al. [43]</td>
<td>2</td>
<td>13</td>
<td>R</td>
<td>Ext., Neu.</td>
<td>S</td>
<td>-</td>
<td>Velocity, Proximity</td>
</tr>
</tbody>
</table>

**TABLE 2**

State-of-the-art. The abbreviations are as follows: Real-voice (R), Acted-voice (A), Synthetic voice (S), Locus of control (LOC), Extraversion (Ext.), Neuroticism (Neu.), Sincerity (Sin.), Excitement (Exc.), Competence (Com.), Sophistication (Sop.), Ruggedness (Rug.), Perceived (P), Self-assessed (S).
one culture only to avoid multi-cultural effects.

5 THE APPROACH

The APP approach proposed in this work includes three main steps: extraction of low-level short-term prosodic features from the speech signal, estimate of statistical features accounting for long-term prosodic characteristics of speech, and mapping of statistical features into attributed traits.

5.1 Low-level Feature Extraction

The low-level features extracted in this work are pitch (number of vibrations per second produced by the vocal cords, the main acoustic correlate of tone and intonation), first two formants (resonant frequencies of the vocal tract), energy of the speech signal, and length of voiced and unvoiced segments (an indirect measure of speaking rate). The rationale behind the choice is not only that pitch, rate and energy, often called the Big Three, are the most important aspects of prosody, but also that they are the most investigated cues when it comes to the relation between speech and personality perception (see Section 3). Furthermore, the formants can capture possible gender and verbal content effects [5].

The extraction has been performed with Praat (version 5.1.15), one of the most widely applied speech processing tools [46]. The features are extracted from 40 ms long analysis windows at regular time steps of 10 ms and reflect short-term characteristics of vocal behavior. As the extraction is performed every 10 ms, the process converts a speech clip into a sequence of frame feature vectors \( \mathbf{f} = (f_1, \ldots, f_N) \), where the components \( f_i \) correspond to the six low-level features mentioned above. After having been extracted, the features are transformed into z-scores using their mean and standard deviation as estimated in the training set.

5.2 Estimation of Statistical Features

In this work, four statistical properties are estimated: minimum, maximum, mean and relative entropy of the differences between low-level feature values extracted from consecutive analysis windows. Minimum and maximum are used because together they account for the dynamic range. The entropy of the differences between consecutive feature values accounts for the predictability of a given prosodic characteristic: the higher the entropy, the more the difference between consecutive values is uncertain, i.e. the more it is difficult to predict the next value given the current one (the approach is inspired by [47]). If \( \Delta f_i^{(j)} = f_i^{(j)} - f_{i-1}^{(j)} \) is the difference between two consecutive values of the \( j \)-th low-level feature and \( \mathcal{Y}^{(j)} = \{ y_1^{(j)}, y_2^{(j)}, \ldots, y_{|\mathcal{Y}^{(j)}|}^{(j)} \} \) is the set of the values that \( \Delta f_i^{(j)} \) can take, then the entropy \( H \) for the \( j \)-th low level feature is:

\[
H(\Delta f_i^{(j)}) = -\sum_{k=1}^{|\mathcal{Y}^{(j)}|} p(y_k^{(j)}) \log p(y_k^{(j)}) / \log(|\mathcal{Y}^{(j)}|),
\]

where \( p(y_k^{(j)}) \) is the probability of \( \Delta f_i^{(j)} = y_k^{(j)} \) (estimated with the fraction of times the value \( y_k^{(j)} \) is actually observed) and \( |\mathcal{Y}^{(j)}| \) is the cardinality of \( \mathcal{Y}^{(j)} \) (number of elements in \( \mathcal{Y}^{(j)} \)). The term \( \log(|\mathcal{Y}^{(j)}|) \) works as a normalization factor; the upper bound \( (H = 1) \) is reached when the distribution is uniform (maximum uncertainty). When the entropy is higher, it means there is higher uncertainty and the feature is less predictable.

The extraction of the low-level features is performed every 10 ms and a clip of length \( T \) seconds results into \( T \times 100 \times 4 \) values for each low-level feature (The last 40 ms are occupied by one analysis window only). Most of the clips of the database are 10 s long (593 out of 640) and this corresponds to 996 observations. Such a number is sufficient to avoid the effect of possible outliers on mean and entropy. As there are six low-level features and four statistical properties, the resulting feature vector \( \tilde{x} \) for a speech clip has 24 dimensions.

5.3 Recognition

The last step aims at assigning \( \tilde{x} \) to one of the two classes associated to each personality trait, namely High or Low (see Section 6.3).

The classification is performed with a Logistic Regression, a binary classifier expressing the probability of a feature vector belonging to class \( C \) as follows:

\[
p(C|\tilde{x}) = \frac{\exp(\sum_{i=1}^{D} \theta_i x_i - \theta_0)}{1 + \exp(\sum_{i=1}^{D} \theta_i x_i - \theta_0)}
\]

where \( D \) is the dimension of the feature vectors and the \( \theta_i \) are the parameters of the model. As the problem is binary, \( \tilde{x} \) is assigned to \( C \) if \( p(C|\tilde{x}) \geq 0.5 \). This value might be changed to take into account, e.g., different class distributions, but the experiments do not take into account this possibility for the sake of simplicity. The model is trained by maximizing the entropy over the training set with the Limited Memory BFGS method [48].

This classifier has several advantages: The first is that it is discriminative and it does not make any assumption about the distribution of the feature vectors \( \tilde{x} \). The second is that the \( \theta_i \) parameters weight the features \( x_i \) according to their influence on the classification result. This is important in a problem like APP where it is necessary not only to achieve a good accuracy, but also to explain what are the features that influence most the perception of the listeners. Since the logistic regression might result into low accuracies, the experiments are completed by using a Support Vector Machine (SVM) with Gaussian kernel. While having a lower explanatory power, the SVM might provide better accuracies.

The experimental setup is based on the \( k \)-fold cross-validation method [49]: The entire dataset is split into \( k \) equal size subsets, \( k - 1 \) are used for training and the remaining one for testing. The procedure is repeated

k times and each time a different subset is left-out for testing (in the experiments of this work, $k = 15$). This allows one to test the approach over the entire corpus at disposition while keeping a rigorous separation between training and test set. The folds have been obtained with a random process with the only constraint of keeping all samples of a given speaker in the same fold (see Figure 1 for the distribution of the number of occurrences per speaker). In this way, the task is speaker independent and each fold reproduces, in the limits of statistical fluctuations, gender and speaker category distribution of the entire dataset (see Section 6.1 for more details about speaker categories).

The performance is expressed in terms of accuracy, percentage of samples correctly classified in the test set. The overall accuracy is the average of the accuracies obtained over the $k$ partitions mentioned above. The statistical significance of differences observed when comparing classifiers is assessed with the $t$-test. An accuracy difference is considered significant when the $p$-value (the probability of observing at least such a difference in the hypothesis that the two accuracies result from the same underlying distribution) is lower than 5%.

6 Experiments and Results

This section describes experiments and results performed in this work.

6.1 The Data

The corpus used for the experiments contains 640 speech clips where a total of 322 individuals are represented (see Figure 1 for the distribution of the number of samples per speaker). The clips have been randomly extracted from the 96 news bulletins broadcast by Radio Suisse Romande, the French speaking Swiss national broadcast service, during February 2005. In 593 cases the length of the clips is exactly 10 seconds, in the remaining 47 samples the length is lower because the randomly extracted segments included more than one voice. The clips are emotionally neutral and they do not contain words that might be easily understood by individuals who do not speak French (e.g., names of places or well known people). As the judges (see below) do not speak such a language, the personality assessments should be influenced mainly by nonverbal behavior. Furthermore, there is only one speaker per clip to avoid effects due to conversational behavior on personality perception. In any case, since the experiments focus on perceived traits and not on real personality, potential effects of transient states (e.g. emotions) do not represent a major problem. The use of short clips is motivated not only by the social cognition literature (see, e.g., [1], [2]), but also by social psychology observations showing that thin slices of behavior are sufficient to make reasonable guesses about the people we have around [50], [51].

The speakers can be grouped into two major categories: professional (307 samples) and non-professional (333 samples). The former includes journalists that work for Radio Suisse Romande and talk regularly on the radio. The latter includes persons that happen to talk on the radio because they are involved in a specific event, but do not appear regularly on the media. The assessors (see below) are not aware of the categories.

The personality assessments have been performed by 11 judges that have filled the BFI-10 questionnaire for each of the clips in the corpus [12]. The assessments have been done using an on-line system asking each judge to first listen to a clip and then fill, immediately after, the questionnaire. It was not possible to move from
The first two Principal Components account for roughly 70 percent of the variance and at least four components are needed to go beyond 90 percent of the variance. Thus, the BF confirms to be a parsimonious representation where all the components are actually necessary and none of them can be discarded without losing significant information [18].

### 6.2 Perceived Personality as a Predictor

Consider the set \( \Pi = \{ \pi_1, \ldots, \pi_N \} \) of the personality assessments (each \( \pi_i \) is a five-dimensional vector where the components correspond to the Big-Five). Figure 2 shows the projection of the \( \pi \) vectors onto the first two Principal Components [52] extracted from \( \Pi \) (roughly 70 percent of the total variance). Assessments corresponding to professional speakers, 307 samples, and non-professional ones, 333 samples, are not completely overlapping (details about the categories are provided in Section 6.1). Each speaker of the corpus belongs to one of the two categories, but the judges are not aware that these exist. Furthermore, none of the items of the BFI-10 (Table 1) is specifically related to one of the two categories.

The partial separation between categories is important because it shows that the assessments are not random, but actually capture meaningful differences between speakers. Furthermore, it suggests that the \( \pi \)'s can be used as feature vectors to automatically classify speakers as professional or non-professional. Since the prediction of personal characteristics is one of the most important applications of personality theory [8], the classification of personality assessments can be used as a test to verify whether the ratings are actually coherent or not. This can provide indications that are more useful than those obtained with the simple measurement of the correlation between assessors, typically weak in personality perception experiments [44].

The upper plot of Figure 3 shows the \( \theta \) coefficients of a logistic function trained to actually map the \( \pi \) vectors into one of the two classes. The highest coefficients correspond to Extraversion and Conscientiousness, well known to be the most important traits from a social point of view, especially in zero acquaintance scenarios like the one considered in this work [53]. The probable reason of Conscientiousness corresponding to the highest coefficient is that individuals higher in this trait are typically described as "organized", "knowledgeable", "thorough", "reliable", etc. [18]. In principle, these are exactly the characteristics that radio speakers try to convey when they talk on the radio.

The \( \theta \) coefficients allow one to rank the features (traits in this case) according to the absolute value of the corresponding \( \theta_i \). The lower plot of Figure 3 shows how the accuracy changes when using only the Conscientiousness score (highest \( \theta_i \)), when using both Conscientiousness and Extraversion (the two highest \( \theta_i \) coefficients), and so on. Using only Conscientiousness, the accuracy is around 70 percent (difference with re-
TABLE 3
Logistic regression accuracy as a function of the agreement between assessors (including 95% confidence interval). The number in parenthesis is the percentage of the corpus for which at least \( n \) judges agree on the same label for a given trait. The \( B \) columns show the baseline performance, namely the accuracy of a system that always gives as output the class with the highest a-priori probability.

<table>
<thead>
<tr>
<th>Trait</th>
<th>( n \geq 6 )</th>
<th>( n \geq 7 )</th>
<th>( n \geq 8 )</th>
<th>( n \geq 9 )</th>
<th>( B )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Extraversion</td>
<td>71.4 ± 3.5 (100.0)</td>
<td>75.5 ± 3.8 (77.6)</td>
<td>79.0 ± 4.1 (57.3)</td>
<td>85.3 ± 4.6 (36.1)</td>
<td>53.0</td>
</tr>
<tr>
<td>Agreeableness</td>
<td>58.5 ± 3.8 (100.0)</td>
<td>61.6 ± 4.6 (67.2)</td>
<td>65.6 ± 5.7 (40.9)</td>
<td>65.0 ± 6.5 (38.1)</td>
<td>36.0</td>
</tr>
<tr>
<td>Conscientiousness</td>
<td>72.5 ± 3.5 (100.0)</td>
<td>75.0 ± 3.8 (69.0)</td>
<td>80.0 ± 4.8 (38.1)</td>
<td>80.0 ± 7.0 (14.5)</td>
<td>62.0</td>
</tr>
<tr>
<td>Neuroticism</td>
<td>66.1 ± 3.7 (100.0)</td>
<td>69.6 ± 4.3 (68.4)</td>
<td>72.7 ± 5.5 (38.9)</td>
<td>74.4 ± 7.4 (20.8)</td>
<td>52.0</td>
</tr>
<tr>
<td>Openness</td>
<td>58.6 ± 3.8 (100.0)</td>
<td>65.7 ± 4.9 (55.1)</td>
<td>70.6 ± 7.4 (22.8)</td>
<td>80.0 ± 12.4 (6.2)</td>
<td>67.0</td>
</tr>
</tbody>
</table>

TABLE 4
SVM accuracy as a function of the agreement between assessors (including 95% confidence interval). The number in parenthesis is the percentage of the corpus for which at least \( n \) judges agree on the same label for a given trait. The \( B \) columns show the baseline performance, namely the accuracy of a system that always gives as output the class with the highest a-priori probability.

<table>
<thead>
<tr>
<th>Trait</th>
<th>( n \geq 6 )</th>
<th>( n \geq 7 )</th>
<th>( n \geq 8 )</th>
<th>( n \geq 9 )</th>
<th>( B )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Extraversion</td>
<td>75.3 ± 3.4 (100.0)</td>
<td>77.9 ± 3.6 (77.6)</td>
<td>78.5 ± 4.2 (57.3)</td>
<td>85.3 ± 4.6 (36.1)</td>
<td>53.0</td>
</tr>
<tr>
<td>Agreeableness</td>
<td>63.1 ± 3.7 (100.0)</td>
<td>62.3 ± 4.6 (67.2)</td>
<td>64.5 ± 5.7 (40.9)</td>
<td>73.1 ± 8.0 (18.6)</td>
<td>39.0</td>
</tr>
<tr>
<td>Conscientiousness</td>
<td>71.3 ± 3.5 (100.0)</td>
<td>81.1 ± 3.7 (69.0)</td>
<td>84.4 ± 4.3 (38.1)</td>
<td>85.0 ± 7.3 (14.5)</td>
<td>62.0</td>
</tr>
<tr>
<td>Neuroticism</td>
<td>58.9 ± 3.7 (100.0)</td>
<td>69.0 ± 4.3 (68.4)</td>
<td>72.3 ± 5.6 (38.9)</td>
<td>72.9 ± 7.5 (20.8)</td>
<td>52.0</td>
</tr>
<tr>
<td>Openness</td>
<td>60.1 ± 3.8 (100.0)</td>
<td>67.7 ± 4.9 (55.1)</td>
<td>71.2 ± 7.3 (22.8)</td>
<td>75.0 ± 13.4 (6.2)</td>
<td>67.0</td>
</tr>
</tbody>
</table>

spect to chance statistically significant). By using Conscien-
tiousness and Extraversion, the accuracy increases to
roughly 74 percent (the improvement is not statistically
significant). By adding the other traits (ordered by \( \theta 

6.3 Prosody Based Personality Perception

Each judge fills a personality questionnaire for all clips in the
horus. Hence, for a given trait and a given judge, a
clip will be either in the upper half of the scores assigned
by the judge, or in the lower one. This allows one to label
a clip as High, if it is in the upper half for the majority of
the judges, or Low otherwise. As the number of judges is
11, the majority includes always at least 6 of them.
However, the experiments can be restricted to those
clips for which the number \( n \) of judges in the majority
is higher. The prosodic features are extracted using all
the material available for each speaker (on average, 40
seconds). This allows a more reliable estimate of the
statistical features.

One of the main assumptions behind the use of logistic
regression is that the features are not correlated. In the
case of our data, the average of \(| \rho | \), absolute value of the

of first and second formant, the second to a group of
four features including the entropies of first formant,
second formant, length of voiced segments and length
of unvoiced segments. This means that four features are
likely to be redundant and, therefore, they have not been
used in the rest of the experiments (maximum of first
formant, entropy of second formant, entropy of voiced
and unvoiced segments length).

Tables 3 and 4 report the accuracy (percentage of
correctly labeled clips) of logistic regression and SVM,
respectively, as a function of \( n \). No substantial differences
can be observed between the two classifiers used to
perform APP. The numbers in parenthesis correspond to
the fraction of clips for which at least \( n \) judges actually
agree on the same label. The results are compared with a
baseline \( B \) that corresponds to the performance obtained
when predicting always the class with the highest a-priori
probability. The only trait for which the difference with
respect to \( B \) is not significant is Openness.

The first column of the table reports the results for
\( n \geq 6 \), when the experiments involve the entire corpus.
Extraversion and Conscientiousness tend to be recog-
nized better than the other traits. In the case of Extraver-
sion, this is not surprising because such a trait is typically
perceived by people more quickly and accurately [53].
In contrast, the high accuracy on Conscientiousness is
peculiar of this work. The probable reason is that such
trait is the one that better accounts for the difference
between professional and non-professional speakers, the
two categories of individuals represented in the corpus
(see Section 6.1). In this respect, the result further con-
firms the findings of Section 6.2, where Conscientious-
ness is shown to discriminate between the two classes of speakers. The confusion matrices for both Logistic Regression and SVM are reported in Table 5. On average, the performance is roughly the same for both High and Low classes. The only exception is Openness, but the performance of the classifier is not significantly different from chance for this trait.

One of the main difficulties in APP is that the agreement between assessors tends to be low. In the case of this work, the average absolute value of the correlation between assessors ranges between 0.12 and 0.28 depending on the trait, in line with the values typically observed in the psychological literature [44]. Such an effect depends on the inherent ambiguity of the task, especially when it comes to zero acquaintance scenarios like the one considered in the experiments. The influence of the phenomenon above on the accuracy has been assessed by performing tests on subsets of the corpus for which \( n \) is higher, i.e. for which there is higher agreement between assessors.

When \( n \) increases to 7, the accuracy improves to a statistically significant extent for some traits, but one third of the data must be eliminated from the corpus, on average. When \( n \geq 8 \), the fraction of data that can be retained decreases and the result becomes consequently less reliable from a statistical point of view. Furthermore, it becomes more difficult to train the system. However, the trends observed when passing from \( n \geq 6 \) to \( n \geq 7 \) seem to be confirmed. The effect of \( n \) on the results suggests that the variability of judgment across different assessors is one of the main sources of error in APP. In principle, the only way to address the problem is to remove the samples for which there is no consensus, but such an approach is not correct because there is no “right” or “wrong” perception. In other words, the variability of the ratings does not come from errors, but from the inherent ambiguity of the problem.

One of the main reasons for using the logistic function is that the parameter vector \( \theta \) provides indications about the features that influence most the outcome of the classifier and, correspondingly, the perception of the assessors. Figure 4 shows, for each trait, what are the \( \theta \) coefficients associated to the different features and, in parallel, how the accuracy changes when the number of features increases (the first point corresponds to the use of the only feature corresponding to the highest absolute value \( |\theta|_i \), the second point corresponds to the use of the two features corresponding to the two highest absolute values \( |\theta|_i \), and so on). The rest of this section shows how such an information can be used in the case of \( n \geq 6 \).

For Extraversion, the pitch entropy appears to be the most influential cue, in line with the results of the psychological literature described in Section 3 and showing that higher pitch variability leads to higher Extraversion ratings [21]. The same applies to the mean of the unvoiced segments length, a cue related to the length of pauses. The corresponding coefficient is negative because the longer the pauses the less extravert a speaker sounds, exactly as observed in [30]. The first two formants appear to play an important role and might account for both gender effects (women tend to have higher formants) and influence of the words being spoken (though the assessors do not understand what the subjects say).

In the case of Conscientiousness, the highest coefficients correspond to the entropies of pitch, first formant and energy, suggesting that greater variety in the way of speaking tends to be perceived as a sign of competence (see [54] and references therein for a confirmation in the psychological literature). The negative coefficients for the mean of the first formant and the minimum of the second one might correspond to a gender effect known as “benevolent stereotype” [53]: Women tend to be perceived as higher in Extraversion, but lower in Conscientiousness. However, it could be the effect of the words being uttered as well. The negative coefficient for the maximum length of unvoiced segments seems to suggest that people using too many pauses appear to be less competent.

The remaining three traits have not been investigated as thoroughly as the two above in the psychological literature. However, the experiments still propose indications about the cues affecting listener perceptions. The mean of the formants appears to be the only important cue in

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Class</td>
<td>Low</td>
<td>High</td>
<td>Low</td>
<td>High</td>
<td>Low</td>
</tr>
<tr>
<td>Low</td>
<td>76.3</td>
<td>23.7</td>
<td>63.5</td>
<td>36.5</td>
<td>72.8</td>
</tr>
<tr>
<td>High</td>
<td>33.4</td>
<td>66.6</td>
<td>46.0</td>
<td>54.0</td>
<td>27.7</td>
</tr>
</tbody>
</table>

TABLE 5
Confusion Matrices for Logistic Regression (upper part) and SVM (lower part). The rows correspond to the actual label of a the samples, while the columns correspond to the label assigned by the approach. The element \((i, j)\) of each matrix is the percentage of samples belonging to class \(i\) that have been assigned to class \(j\).
Fig. 4. For each trait, the upper chart shows the $\theta$ coefficients associated to the different features. For each cue (e.g., pitch), there are four statistics, namely mean, minimum, maximum and entropy. The lower plot of each trait shows the accuracy achieved when using only the $N$ top ranking features (in terms of absolute values $|\theta|$ of the coefficients). The error bars correspond to the 95% confidence interval. The last plot shows the F-measures obtained when using all features. All plots correspond to $n \geq 6$. 
the case of Agreeableness. This suggests that voices with higher formants tend to be perceived as less agreeable. A similar situation is observed for Neuroticism, where the means of pitch and first two formants appear to be the most important cues. In the case of Openness, the performance is not significantly better than the baseline B. Hence, the indications of the coefficients cannot be considered reliable. The main reason is probably that this trait is difficult to be perceived in the particular setting of the experiments.

7 Conclusions

This work has presented experiments on prosody based Automatic Personality Perception, i.e. on automatic prediction of personality traits attributed by human listeners to unknown speakers. The experiments of this work have been performed over the largest database used so far for this task, in terms of both number of samples and individuals (see Section 4). Furthermore, the experiments propose a first attempt to use pattern recognition approaches to obtain indications about the behavioral cues affecting personality perception in the assessors. Whenever possible, the results in this respect have been matched with the findings of the related psychological literature.

The APP results show an accuracy ranging between 60 and 72 percent (depending on the trait) in predicting whether a speaker is perceived to be High or Low with respect to a given trait (see Section 6.3). The accuracy tends to be higher for Extraversion and Conscientiousness, the two traits people tend to perceive with higher consensus in zero acquaintance scenarios. The accuracy for the latter trait is particularly high with respect to the other works of the literature (see Section 4). The most probable reason is that the corpus includes two categories of speakers (professional and non-professional ones) that differ in terms of characteristics typically related to the trait (e.g., thoroughness, reliability, efficiency, etc.).

Since the experiments focus on personality perception (how a person appears to be and not how it actually is), the agreement between assessors tends to be low [44]. This seems to be the main source of error in APP, given that the accuracy of both SVM and logistic regression improves when focusing on data for which the agreement is higher. Since there is no “right” or “wrong” perception, the problem above appears to be ineludible in APP. Probably, the only solution is to design scenarios where different judges are more likely to agree on attributed traits.

Possible directions for future work have been outlined at the end of Section 4 and include the prediction of personal characteristics and behavior based on automatically perceived or recognized personality traits, the modeling of dimensional personality representations, or the inclusion of cultural effects in both APP and APR. In all cases, the collection of corpora of sufficient size will be one of the main obstacles because gathering personality assessments is an expensive and time-consuming task. This applies in particular to the APP problem where each subject must be assessed by a sufficient number of judges (at least 10) and, in principle, the judges should be the same for all samples.

Personality influences significantly the existence of individuals in terms of life quality (e.g., professional success, development of stable relationships, etc.) as well as of interactions with others, with machines and even with the data we consume during a significant fraction of our daily life (television programs, synthetic voices, etc.). Thus, the development of technologies dealing with personality appears to be an important step towards the development of socially intelligent machines capable of dealing with people in the same way as people do.
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