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Chapter 13

Unsupervised methods for activity analysis
and detection of abnormal events

13.1. Introduction

The use of video-surveillance cameras serves nwmerequirements and
various objectives:

- an objective of safety, when it is a question afleing the physical safety of
people in a certain environment — e.g. when passengre boarding or
getting off a train or subway car, or to detectideats which could cause
accidents on a freeway or in an urban environment;

- an objective of security and protection of equipmemy detection of
intrusions, of unattended luggage, acts of aggrassind generally any
antisocial behavior or vandalism;

- an objective of efficiency, by identifying tendeesiin flows so as to detect
blockages (traffic jams in a road situation fortamee) or prevent them by
the appropriate means — information and recommeandatto the users,
modification of itineraries, etc.

Yet, in the vast majority of cases, the camerasianple recording boxes, whose
data are only exploited posterioriwhen a crime has been committed. This is
because of prevailing sentiments or legal reastmsdfeguard people’s privacy),
but also because of technical and economic facttite: automatic analysis
algorithms are not sufficiently reliable, or thérastructural costs relating to the use
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256 Video Analytics Tools

of such algorithms or to the employment of sureeitle operators are too high in
view of the large number of cameras needing to balyaed. Besides their
performance, a significant factor limiting the wdealgorithms relates to configuring
them when deployed in a real-world environments tkigenerally a technical and
difficult task, performed by non-specialists in themain — that is to say, people
who are not conversant with the issues relatingptaputer vision.

Against this backdrop, a considerable amount obrefis currently being
investigated in creating algorithms which, basedobservations of a time period
between an hour and several days, are capabledatig the typical activities in a
scene; when those activities begin and end; ttetioes between them; the times
when they are most likely to occur; and so on. Saftrmation may be useful in
itself, in order to better understand the contdrthe scene and its dynamics, or in
pre-treatment prior to higher-level analysis. Fostance, analysis could help
discover the actual activities from the sensor&wgoint, provide a context for other
tasks (such as tracking or interpretation of tha)dar define indicators of abnormal
situations which can be exploited to automaticaéliect the streams to display to an
operator in a control room monitoring hundredsarheras.

In this chapter, we present a recent group of ammes oriented in this
direction. Based on so-called topic or theme mqdelseference to the context in
which they were originally developed — that of satimanalysis of texts — these
unsupervised (or at least, not heavily supervispgyoaches are able to discover the
main activities in a scene, possible cycles, an@wmaletc. by analyzing the
co-occurrences of visual words. These visual wads defined by quantifying
simple characteristics of the video — such as tbsitipn in the frame (and by
extension, in the real-world scene), the appareotiam, indicators of size and
shape, etc. — which are extracted immediately etheavoiding having to track the
objects in the scene: a task which is currentlgkyriin practice for crowded
environments.

The chapter is organized as follows. In the firattpwe begin by studying the
main concepts of topic models through the lensnef of the simplest such models:
Probabilistic Latent Semantic Analysis (PLSA). Wl then show, in the same
part, how this method can be applied to activitgkieg in videos by defining a
vocabulary (choice of words and what they reprgsamd appropriate documents. In
the second part, we present a more recent modelirobwn design, and which is
able to discover temporal topics (hereafter catieatify, i.e. topics which do not
simply capture the co-occurrence of words at argivme as PLSA does, but also
the order in which those words occur over the cowafstime. Both these parts are
illustrated by results which visualize the actedtidiscovered. In the third part, we
give examples of the use of these models — e.carfomaly detection or prediction
— and suggest a humber of ways in which they mightevaluated. The chapter
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closes with a discussion of projects currently mgoess and future work to be
envisaged in this domain.

13.2. An example of atopic model: PLSA

13.2.1. Introduction

Recently, the creation of Bayesian probabilisticdeie called topic models has
become an avenue of research, which is relevandigmovering recurring patterns
in data provided by all kinds of sensors. These atwdriginate in the domain of
automated text analysis. They consider a texttzegeof words (BOW), obtained by
counting the number of occurrences of each wordth@ document, thereby
eliminating all information about the order in whithey appear. In spite of this
simplification, because the words contain a sultisthramount of semantic
information, BOWs are a representation which hasnbeuccessfully used for
numerous tasks of textual analysis, such as deatsih into different genres or
text retrieval. Topic models, such as PLSA [HOF 6dthe LDA (Latent Dirichlet
Allocation [BLE 03]) model, are built around BOWand have been introduced to
discover the prevailing topics in datasets by ariaty the co-occurrence of the
words: a notion similar to correlation but whichpéies to discrete data.

Because of their analytical power, their easy im@atation, their versatility and
their unsupervised nature, topic models have bpplhea to a great many problems
and modalities as a data-mining tool. In particulaey have been used in different
forms to discover human activities in sport vidgNsE 08], surveillance footage
[WAN 09], accelerometer data [HUY 08] or GPS cooedes from mobile
telephones [FAR 08]. However, the specificatioraofocabulary and of documents
appropriate for the discovery of activities of irst, the actual modeling of spatial
and temporal information, the interpretation ofulesand the detection of abnormal
events still represent considerable challengesh otgeneral and for a specific
domain of application.

In this section, we shall give a more detailed @néstion of the PLSA model,
and then explain how it can be applied to videadigoover activities.
13.2.2. The PLSA model

The PLSA model [HOF 01] was introduced as a prdisaisi version of latent

semantic analysis (LSA) to capture recurrent casoiing information in a discrete
dataset. Although it is considered a not-entireyperative model, the simplicity of
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its optimization procedure makes it an interestitgrnative to entirely generative
models such as LDA [BLE 03].

VideoCIi/pJ Activity Visual Characteristics S
)l \V
Ny D

Figure 13.1. The PLSA generative model. The shaded nodes espirelsserved variables,
whereas the other node denotes latent variablesrddtangles indicate an identical
repetition of the process described by its content

13.2.2.1. Generative process

The graphic model is given in Figure 13.1. Forteode@locumentsl, the process
of generation of the observations (the,d) pairs of words appearing in the
documents and forming the BOWS) is as follows:

- randomly draw the documedt(in which the observation will be generated)
according to the probabiliy(d);

- draw the topicz Op(zd), wherep(zd) represents the probability of finding
the topicz in the documend — that is, indirectly, the probability that a word
w in the document will belong to the topsc

- draw the wordv Op(w|2), wherep(w|z) is the probability that the wond will
appear in the topiz.

As this process shows, PLSA assigns each obsenv@tja) an associated latent
variable zO Z ={z, ..., 24 defining the topic of the observed word. The join
probability of the resulting model is then given by

p(w,zd) = p(d) . p(Zd) . p(wi2) (13.1]

From a probabilistic point of view, this introducashypothesis of conditional
independence between the variables observedhaethe appearance of a word is
independent of the document, given the topic tochvli belongs. With this model,
the likelihood of observations is therefore:

o) = la) i) pa)53" ) 132

=7



Activity analysis: unsupervised approache®59

As this expression indicates, the model decompiteedistributiorp(w|d) of the
words in a document into a convex linear combimatié the topicgp(w|z), where
the weightsp(Z|d) are given by the distribution of topics in thecdment. We then
have a typical mixture model, just like mixtures@dussians for continuous data.

13.2.2.2. Inference

The estimation of the parametés(in our case the different probability tables,
which gives usd = {p(d), p(zd), p(w[2)}) is typically done using the principle of
maximum likelihood. More specifically, given a iaig datasetD, the
log-likelihood of® is expressed by:

L{ep)= > >" r{d.w)mog( plw.d)) [13.3]

diD w

wherep(w,d) is given by equation [13.2]. In practice, in viefithe presence of the
sum in the logarithm, optimization is performed ngsia standard iterative
EM (Expectation-Maximization) algorithm whereby theobabilities of the hidden
variables are estimated and then used in a stag@xiimization of the parameters
[HOF 01]. This procedure leads to the estimationthsd topicsp(w|z) and the
distributions of the topicp(z|d) in the learning documents.

13.2.2.3. New documents

In this case, we are interested only in estimatirgweightgp(z|d) of the topics
in the new documerdt. These are obtained using the same EM algorithabase,
but without updating the topiqggw|z), and which simply leads to the maximization
of the normalized log-likelihood"™™ in each document

)= L5 o 3 o)

d W

avec ng :niz r(d,w)
d w

[13.4]

13.2.3. PLSA applied to videos

The PLSA model can be applied to any type of dataideo analytics, we want
the topics discovered to characterize frequentities in the scene. In practice, the
semantics of the topics will depend essentiallyttoe definition of the vocabulary
and the way in which the documents are construdtethis section, we present a
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simple example of construction of a vocabulary doduments, and illustrate the
results obtained.

13.2.3.1. Vocabulary

The vocabulary must characterize the content ofsttene, and is obtained by
quantifying simple characteristics in the videoeTtlpical example in the existing
body of literature is based on two characterisposition and motion:

- position: in surveillance videos, the activitieg afften characteristics of the
place where they are occurring. It is thereforephlto take account of
position when constructing the vocabulary, e.g.gopntifying the position
into cells (or blocks) of 4x4 to 10x10 pixels;

- motion: motion is an essential piece of informatiororder to differentiate
activities. The estimation can be performed rolugt.g. using the
multi-resolution Lucas-Kanade algorithm) as regavdsiations in content
(texture), and at a reasonable computation cost.islt particularly
advantageous for our purposes because it is relatindependent of the
lighting conditions. In order to be used as a wdite motion must be
quantified. Conventionally, the direction is deentleel most important factor,
and sufficiently great motions are classified byawfifying their direction
into four or eight labels.

We can then define the vocabulary as the Cartgmiaduct of the position and
motion spaces. Thus, for a 280x360-pixel image, iy 4x4-pixel blocks, we get
a total of 70 x 90 x 8 = 50,400 potential wordsptactice, during learning, this set
can be reduced by eliminating all the words whieliar appear or which represent
less than 0.5% of observations. Finally, we usugdiiyaround 10,000-20,000 words.

13.2.3.2. Documents

These are simply constructed by dividing the video short clips. We thereby
obtain the BOW for each documehby counting the number of timegd,w) that it
contains each wond.

13.2.3.3. Example of topics discovered

The PLSA method can be illustrated by consideriridi45m video of the scene
visible in Figure 13.3. In this case, the actiwfya vehicle may be described as a set
of movements (position and direction) which co-adauthe clip. Each activity thus
corresponds to a topic represented by the distobup(wlz) of the visual
characteristics which frequently co-occur.
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In order to identify the image positions where Hudivities associated with a
given topic occur, for every positiory we can marginalize the topic distribution
over to the set of wordg, attached to that position (and with different direns of
movement). We thus obtain an activity map:

Figure 13.2 illustrates this marginalization on #ieale of the whole image.

West North-West North North-East E, SE, S, SW Mixture

Figure 13.2. Re-projection of a topic (twenty-second window) ocheaf its eight directions,
and then in a condensed version combining the eigécttions. The four directions omitted
from this sequence (E, SE, S, SW) do not contaimetivity in this example

Figure 13.3. Examples of topics obtained (6 out of 75) usingseeond video clips as a
document

The images in Figure 13.3 show a few topics foureknvthe duration of the
clips is one second and we wish to fiNg= 75 topics. These correspond to the
elementary activities which can happen in the spdce second, and enable us to
reconstruct the total activity observed over aaiertamount of time by linear
combination.

In order to capture more semantic activities, we icarease the duration of the
clips. The results with a window of ten secondsd(&h= 20) are presented in
Figure 13.4. Although the activities are captumedhis example, note that the time-
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related information is lost, so it will not be easydetermine the exact moment at
which a certain activity takes place, e.g, in cashsre multiple cars are following
each other.

Figure 13.4. A few topics obtained (six out of twenty) using &eroad video clips as a
document. PLSA indeed enables us to find the ntéivitées in the scene. It should be noted
that the temporal information is lost

13.2.3.4. Influence of the vocabulary

The previous examples emphasized the influencéefduration on the topics
found. By visualizing the set of results, we coaldo show the absence of topics
that represent cars stopping at the crossroadgethdthere are no words which
capture such information. In [VAR 09], this is takento account by applying a
background subtraction algorithm. This allows uscteate words with the label
“static”: these represent points in the foregrowtmbse estimated motion is zero. In
that case, after applying PLSA, we find specifipits related to that characteristic.
Note that in the same article, the use of wordateel to the size of the blobs
obtained by background subtraction also enablesouslearly distinguish (in a
different scene) the activities of pedestrians frtmse of cars, particularly at
pedestrian crossings.

13.3. PLSM and temporal models

As explained in the previous section, simple topadels like PLSA enable us to
capture the recurrent activities in a scene butdaing so lose all temporal
information contained in a document. The PLSM modet Probabilistic Latent
Sequential Motifs) enables us to get around thsblem and capture temporal
information in a topic which we then call a “motifOther approaches try to model
time but, unlike PLSM, are incapable of separatihg recurrent activities and
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finding when they appear as well. This sectionasaled to a presentation of the
PLSM model.

13.3.1. PLSM model

ta
R .
p(zld) i N i 1l *
pi(tslz,d) :L ; i
wll ™ " -- N H
| B r
a) ta n(w, ta, d) p(w,trlz=2) .

Figure 13.5. PLSM Generative Process: a) generation of a temporaludeent d;
b) graphical model (the observations are shaded)

As input, the PLSM model takes a set of temporaldeents defined by a count
matrix n(w,t,d) formed of a collection of accumulated observajoreach
observation being awt,d) triplet. As illustrated in Figure 5a, PLSM modeds
temporal document as a combination of latent elésnen

- motifs (two in the example): each matifs a distributionp(w,t;[2) defined
on the Cartesian product of the vocabulary andrgpteal axis;

- the moments in the temporal document where the fsnagppear: each
motif z begins according to a taljdé|z,d).

13.3.1.1. Generative process

The graphic model of PLSM is given in Figure 13.5lor a set of temporal
documents, the process of generation of each cdisemvv,t,,d) is as follows:

- randomly draw documeutin which the observation will be generated;

- draw the motif:z O p(z|d) wherep(zd) is the probability that an observation
from the documerd will come from a motifz;

- draw a time of occurrencé; O p(ts|z,d), wherep(ts|z,d) is the probability of a
motif z beginning at timéy in the documend;

- draw a word and a relative timew,t) O p(w,t[2)*, wherep(w,t|7) is the
probability that a wordv will appear at a timg in a motifz

Y In Figure 14.5b, the selection af,{) is broken down into first drawing the relativenéit,
followed by drawing the words given the knowledge df.
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- assignt, =ts +t, (ta is completely defined, whdpandt, are known).

The joint distribution on all the variables of theodel can be derived from the
generative process. Given the deterministic refatio= ts + t,, only two of these
three variables generally appear in the equatidie joint distribution for the
PLSM model is as follows:

p(W'ta ,d,zts,ty ) = p(d)DF(Z‘d)Ddtshd)Ep(W'ta - ts|z) [13.5]

13.3.1.2. Inference

The final goal of the PLSM model is to analyze temgb documents and
automatically infer the motifs and when they app&aese elements to infer are the
parameters of the model, denoted @s and composed op(zd), p(tzd) and
p(w,t|2). The maximum likelihood estimator can be obtaibganaximizing the log-
likelihood of the observed data (denot@)l After marginalization of the hidden
variablesY = {t,z}, the log-likelihood is written:

D Ny Ty4 N, Tys
L(O|D): z z z n(w,ta,d)EI]ogz z p(w.ty,d,zts.t,) [13.6]
d=lw=1,=1 z=1,=1

An expectation-maximization (EM) algorithm can beerided from the
expression of the log-likelihood and enables ulitain the parameters of the
model. The details of the EM procedure are avadlahl [VAR 10]. In order to
improve the quality of the results obtained, itpigssible to integrate a sparsity
constraint directly into the EM algorithm, i.e. anstraint aimed at minimizing the
number of non-null values in the tables to be et

13.3.2. Motifs extracted by PLSM
In this section, we illustrate the results obtaibgd®LSM applied to videos.
13.3.2.1. Creation of temporal documents

For reasons of computation costs, PLSM is not tirepplied to the documents
presented in the previous section. In order to Biynthe observations, low-level
documents over short time periods (typically 1 sejoare first created and
processed with PLSA using a high number of toptgpi¢ally 75) following the
approach described in previous section. The PLS#batility of each topic at a
given time (multiplied by the number of words iretlow-level document) is used as
an observation for PLSM. In this way, the size ted tvocabulary is reduced from
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several thousand to only 75 words. Similarly, wauee the temporal resolution: a
one-second window is used to reduce the frequemoné observation per second.
Finally, for an hour-long video, the size of thélean(w,t,d) would be 75 x 3600
(75 values fow, 3600 time-steps in a single document).

a) -]

word

Figure 13.6. Different representations for the motifs: a) in foem of a table;
b) re-projecting each relative moment; ¢) usingygeale shading to represent time

13.3.2.2. Representation of the motifs

A motif is a table which gives a probability forabaword in the vocabulary at
each relative time. The words in the vocabularyrespond to PLSA topics and
therefore to regions of activity in the image. Afch relative time, it is therefore
possible to re-project the various words from tleeabulary into the image. An
animation successively showing the relative momeatsbe used to view the motif
over time. Using grayscale shading, it is possibleondense that animation into a
single image to represent it on paper. Figure liliGtrates these different
representations.

13.3.2.3. Examples of motifs extracted by PL SM
Figures 13.7 and 13.8 show the representative snobfained on two different

scenes. Generally, PLSM is able to extract the raativities in scenes which are
presented to it.
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Figure 13.7. Dataset of a crossroads with pedestrians and cawp.ow: vehicle activity;
bottom row: pedestrian activity

Figure 13.8. Dataset of a complex crossroads with cars and trams.
The various activities of cars and trams are exidacorrectly

13.4. Applications: counting, anomaly detection

PLSM offers rapid comprehension of the scene thaonkshe motifs that it
extracts. Beyond this comprehension, it is posdiblese the motifs and the times at
which they appear in different ways. In this segtiwe show how the model can be
used to perform counting on the one hand and anod®éction on the other. Note
that once the motifs have been learnt by the PL$Mes, it is possible to save
these motifs and find the times at which they appea new video.

13.4.1. Counting

The motifs extracted by PLSM correspond to recureettivities in the scene.
When a motifz represents a given event, it is possible to usertments at which
that motif appears to construct a detector forctreesponding event. We need only
apply thresholding t@(t:|z,d) to create an event detector. We have createdtdese
in this way and evaluated their efficacy on vidémswhich we had annotated the
ground truth. Figure 13.9 gives the precision/decaives for three types of events.
The curves are obtained by adjusting the valudhefthireshold applied tp(t4z,d).
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The results are excellent, and PLSM is able toad¢he frequent events which it has
learnt. Similar results have been obtained in theext of audio event detection.
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Figure 13.9. Precision/recall curve for three types of eventsoagated with three motifs over
twelve minutes of video
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Figure 13.10. Abnormality detection in a metro station
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13.4.2. Anomaly detection

PLSM captures recurrent activities, so the mot#present normal (typical)
things. If the motifs have already been learnis possible to examine the extent to
which these motifs are able to explain a new vidkthat scene. In order to do this,
PLSM is used to find the moments at which fixedéshwmotifs appear in the new
video. Other measures can be conceived of (e.glilibod) but here we use
reconstruction error as a measure of abnormaligugmtify the extent to which the
new video can be explained using these motifs. & is defined thus:

anormalitdta,d)= )" %V\r’]’tdé‘%) - dlwtyld

avec p(wtald)=ZWZ s, 2)cpwt; =ta - t2)

[13.7]

The reconstruction error is calculated at each tym@e can apply a threshold to
construct an anomaly detector. Figure 13.10 shawabmormality curve produced
by PLSM applied to a pair of cameras in a metréicgia The abnormality peaks
above a certain threshold are illustrated by skeotsacted at the corresponding
times. Some of the abnormalities detected are dwggdups moving in an unusual
way (Figures 13.10a and 13.10d). Most are causeatylpycal trajectories of people
due to congestion in the station (Figure 13.10calhthe other rectangles illustrated
by the fine line on the graph). A significant andynia detected (Figure 13.10e): a
person runs in, following a circular path; thenldadnd is joined by a group of
people who come to her aid.

- = =N-Likelihood
—KL-div
——Bhat
——Likelihood

- = Topic-GMM

Precision
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Figure 13.11. Abnormality from PLSA: six examples of abnormalitthe scene under
consideration, and precision/recall graphs obtairfemm different abnormality measurements
(derived from the PLSA model)

It is interesting to note that PLSA (without a timenension) is already able to
detect numerous abnormalities when this detectioasdnot require temporal
reasoning. Such anomaly detection using PLSA idistliin detail in [VAR 09],
where different measures of abnormality are contpaseillustrated in Figure 13.11.

13.4.3. Sensor selection

Beyond pure anomaly detection, abnormality measenéntan be used to
preselect the sensors (cameras and microphonés) displayed to an operator for
interpretation. Indeed, it is impossible to con#iamonitor the majority of the
cameras installed in a metro network, for lacktaffs pre-selection of the cameras
showing a high degree of abnormality is therefdghly advantageous to improve
security.

13.4.4. Prediction and statistics

Models which incorporate time-related informatiarcls as PLSM can be used
for short-term prediction of observed activitieshem an activity is begun, it is
possible to assume how it will end. A statisticablgsis of the occurrences of
activities captured by PLSM also enables us to niakger-term predictions. For
instance, the usage of a metro station can beestuaihd predicted; here, topic
models serve to extract high-level descriptors.(éhg occurrences of a typical
activity).

13.5. Conclusion

This chapter has presented approaches based os tfagords” and “topic
models”. Generally speaking, these approaches anticgarly well adapted and
effective to carry out unsupervised extraction b thain activities contained in a
scene.

By selecting a vocabulary (for the words, positiomd orientation of movement,
for instance) and a topic model such as PLSA orNPLi is possible to capture
different kinds of information in the topics. Inrtiaular, the PLSM model can be
used both to extract topics/motifs containing agdaramount of temporal
information, and to determine when these motifseapp

Topics, extracted in a completely unsupervised rearloy the approaches
presented herein, offer us a very concise summérhe activities present in a
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scene. Beyond comprehension of scenes, this chhpteralso presented how a
model such as PLSM can be successfully used totdoemuent events or detect
abnormal activities.

Because of the quality of the results obtained #iedwide domains to which
they are applicable, topic models have a definiteire in the field of activity
recognition in videos and multimedia documents.
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