We propose a novel formulation of the generalized cross correlation with phase transform (GCC-PHAT) for a pair of microphones in diffuse sound field. This formulation elucidates the links between the microphone distances and the GCC-PHAT output. Hence, it leads to a new model that enables estimation of the pairwise distances by optimizing over the distances best matching the GCC-PHAT observations. Furthermore, the relation of this model to the coherence function is elaborated along with the dependency on the signal bandwidth. The experiments conducted on real data recordings demonstrate the theories and support the effectiveness of the proposed method.
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1. INTRODUCTION

Microphone arrays are widely used to enable high-quality distant audio acquisition. They are an essential part of a plethora of distant technologies ranging from source localization and separation to distant speech recognition [1, 2, 3] and from sound field analysis and monitoring to virtual reality and surveillance [4, 5]. A fundamental pre-processing step to enable the array of microphones to function in synergy consists of the gain, clock and position calibration. In this paper we address the problem of microphone array position calibration or extracting the relative geometry or the shape of the microphone array.

The prior art often rely on activation of known signals to estimate the pairwise microphone distances. This approach is referred to as self-calibration. Sachar et al. [6] presented an experimental setup using a pulsed acoustic excitation generated by five domed tweeters. The transmit times between speakers and microphones were used to find the relative geometry. Raykar et al. [7] used a maximum length sequence or chirp signal in a distributed computing platform. The time difference of arrival of the microphone signals were then computed by cross-correlation and used for estimating the microphone locations. Since the original signal is known, these techniques are robust to noise and reverberation.

In an alternative approach to alleviate the requirement for a known signal, Chen et al. [8] introduced an energy-based method for joint microphone calibration and source localization. The energy of the signal is computed and a nonlinear optimization problem is formulated to perform maximum likelihood estimation of the source-sensor positions. This method requires several active sources for accurate localization and calibration. Pollefeys and Nistre proposed a method for direct joint source and microphone localization which requires matrix factorization and solving linear equations [9]. In a different approach, McCowan et al. [10] proposed a calibration method which does not require activation of a particular signal. This approach relies on the characteristics of a diffuse sound field. A diffuse field can be roughly described as an acoustic field where the signals propagate with equal probability in all directions with the same power. The diffuse field is verified for meeting rooms and car environments [11, 12] and it enables application of well-defined mathematical models for analysis of the acoustic field recordings. A particular property related to diffuse field recordings is the coherence function between pairwise microphone signals which is defined by a sinc function of the distance between the two microphones. Thereby, we can estimate the pairwise distances by least-squares fitting the computed coherence with the sinc function.

In this paper, we derive a new model based on generalized cross correlation with phase transform (GCC-PHAT) for a diffuse sound field. This model elucidates the links between the output of GCC-PHAT and the distance between the microphone pairs. The relation between GCC-PHAT and the coherence has been previously discussed in [13, 14] where PHAT filtering is used as an estimator of the coherence between two signals. The global coherence field described in [15], has a virtually identical formulation to the steered response power with phase transform [16], which can be expressed in terms of GCC-PHAT [17]. Both rely on using the classical beamforming techniques in order to build an acoustic power map of the room, which has been reported in [18] to coincide with the maximum likelihood estimation of the position of the source under low noise and high reverberation conditions. In [19], a novel GCC-PHAT model is established for a point source, being validated with both synthetic and real data. Based on the statistical analysis model of a diffuse sound field, we derive an extension of the GCC-PHAT model for a diffuse field. We present the procedure for estimating the pairwise distance from the GCC-PHAT function of the microphone recordings and elaborate its relation to the coherence-based approach [10].

The rest of the paper is organized as follows: The definition of GCC-PHAT and its model for the point sources is stated in Section 2, showing its behavior with respect to the source direction of arrival and the model extension for a diffuse sound field. In Section 3, the procedure for pairwise distance estimation is presented and contrasted with the alternative technique based on coherence fitting. The experimental evaluation on real data recordings is conducted in Sec-
tion 4, and the conclusions are drawn in Section 5.

2. GCC-PHAT IN DIFFUSE SOUND FIELD

In this section, we explain the new GCC-PHAT model for a point-source that establishes the links between the microphone array geometry and the GCC-PHAT output. We derive its extension for a diffuse sound field.

2.1. Generalized Cross-Correlation

The generalized cross-correlation (GCC) has been widely used for time-difference-of-arrival estimation and it is the basis for many acoustic source localization algorithms. The GCC of the signals recorded by two microphones is defined as:

\[ R(\tau) = \frac{1}{2\pi} \int_{-\infty}^{+\infty} \Psi_{ij}(\omega) X_i(\omega) X_j^*(\omega) e^{j\omega \tau} d\omega, \]

where \( X_i(\omega) \) and \( X_j(\omega) \) denote the signals recorded by microphones \( i \) and \( j \) in Fourier domain; \( \omega \) is the angular frequency, \( [\cdot]^* \) stands for the conjugate transpose operation, and \( j = \sqrt{-1} \). The weighting function \( \Psi_{ij}(\omega) \) is designed to optimize a given performance criteria. Many different functions have been proposed in the literature depending on the context, and among all of them, the phase transform (PHAT), defined as:

\[ \Psi_{ij}(\omega) \equiv \frac{1}{|X_i(\omega)|} \frac{1}{|X_j(\omega)|} \],

has been found to perform very well for acoustic localization in reverberant environments, leading to the GCC-PHAT method [20] (also known as the crosspower-spectrum phase [15]). The PHAT can be seen as a filter which discards the amplitude and preserves the phase of the signal. The advantage of using it is that no assumptions are made about the signal or room conditions, which are typically unknown. This procedure has received considerable attention due to its simplicity and robustness in real world scenarios [18].

2.2. Analytic Model for a Point Source

The authors of [19] derive an analytical model for accurately predicting the behavior of the SRP-PHAT power maps for wideband signals, taking into account both the room geometry and the microphone array topology. They also show that the model is independent of the spectral content of the recorded signals, for both anechoic and reverberant conditions.

We consider a scenario where a single source is present and generates a baseband signal with bandwidth \( \omega_0 \), thus \( X_i(\omega) = 0 \), \( \forall \omega > \omega_0 \). Assuming a free-space propagation model and discarding the distance dependent attenuation which is not relevant to our purposes, the signal at microphone \( j \) can be represented as a time-shifted version of \( X_i(\omega) \), i.e., \( X_j(\omega) = X_i(\omega)e^{-j\omega \tau_p} \) where \( \tau_p \) is the time-difference of arrival between the two microphones.

From the model proposed in [19], and considering the anechoic propagation case, it is easy to show that when GCC-PHAT is applied to the signals captured by the microphone array, the resulting correlation can be approximated as a sinc function \( \text{sinc}(x) = \frac{\sin(x)}{x} \), through

\[ \hat{R}_{\text{point-source}}(\tau, \tau_p) \approx \frac{1}{2\pi} \int_{-\omega_0}^{\omega_0} e^{j\omega (\tau - \tau_p)} d\omega = \frac{\omega_0}{\pi} \text{sinc} (\omega_0 (\tau - \tau_p)) . \]

It may be noted that \( \tau_p \) depends on the position of the source signal and it is limited by the distance \( d \) between two microphones such that \( \tau_p \in [\frac{-d}{c}, \frac{d}{c}] \) with \( c \) being the speed of sound.

2.3. Extension to the Diffuse Sound Field

A diffuse field is defined as an acoustic field consisting of a superposition of an infinite number of sound waves traveling with random phases and amplitudes such that the energy density is equivalent at all points. More precisely, all points in the field radiate equal power and random phase sound waves, with the same probability for all directions, and the field is homogeneous and isotropic [21]. The analytic studies to model the diffuse sound field often rely on the statistical approach by considering an infinite number of free propagation plane waves, referred to as the plane wave model. In the plane wave model, a diffuse field is characterized as the superposition of a large set of plane waves impinging from all directions.

The spatial uniformity in a diffuse field can be expressed through integration of waves arriving from all directions [22, 23]. For two microphones, integrating over all directions is equivalent to integrating over all possible time-differences of arrival \( \tau_p \in [\frac{-d}{c}, \frac{d}{c}] \) [22]. Therefore, the GCC-PHAT obtained in a diffuse field can be approximated by the GCC-PHAT model for a single source through the integration of uncorrelated sources arriving uniformly at all possible time-differences of arrival:

\[ R_{\text{diffuse}}(\tau, d) \approx \int_{-\frac{d}{c}}^{\frac{d}{c}} \hat{R}_{\text{point-source}}(\tau, \tau_p) \frac{c}{2d} d\tau_p \]

\[ = \frac{c}{2\pi d} (Si (\omega_0 (\tau + d/c)) - Si (\omega_0 (\tau - d/c))) , \]

where \( Si(x) = \int_{-\infty}^{x} \frac{\sin(t)}{t} dt \) is the sine integral. The model expressed by (4) only depends on the distance between microphones \( d \), and the signal bandwidth \( \omega_0 \). Furthermore, for large enough \( \omega_0 \), the model can be approximated by a scaled version of the rectangular function:

\[ \Pi\left(\frac{c\tau}{2d}\right) = \left\{ \begin{array}{ll} 0 & : |\tau| > \frac{d}{c}, \\
\frac{1}{2} & : |\tau| = \frac{d}{c}, \\
1 & : |\tau| < \frac{d}{c}. \end{array} \right. \]

Fig. 1 demonstrates an example of the model and the real data measurements, for two different bandwidth values. Note that the values of \( |\tau| > \frac{d}{c} \) do not provide relevant information about the distance between the two microphones while they nevertheless introduce some noise. Hence, it is easy to increase the signal-to-noise ratio by discarding those \( \tau \)s which do not have physical meaning based on the prior knowledge on the dimensions of the room or the physical setup.

3. MICROPHONE ARRAY CALIBRATION

In this section, we explain how the model of GCC-PHAT in diffuse sound field can be exploited to estimate the pairwise distance between two microphones for microphone array geometry calibration.

3.1. Distance Estimation Based on GCC-PHAT Model

The GCC-PHAT function for the signals of two microphones is obtained from (1)–(2) thus \( R_{\text{PHAT}}(\tau) \) denotes the output based on the real data recordings. From the GCC-PHAT model expressed in (4), the distance between microphones can be estimated by fitting the model as:

\[ \hat{d} = \arg \min_{d,K} \sum_{\tau = -\tau_{\text{max}}}^{\tau_{\text{max}}} \left( K R_{\text{PHAT}}(\tau) - R_{\text{diffuse}}(\tau, d) \right)^2 , \]
where $\tau$ is discretized according to the sampling frequency and $\tau_{\text{max}} = \frac{d_{\text{max}}}{v}$. $d_{\text{max}}$ indicates the expected maximum pairwise distance between any two microphones in the array, and can be estimated using geometrical considerations regarding the maximum room dimensions and the expected array geometry and locations. The additional parameter $K > 0$ is necessary since, in real scenarios, the model overestimates the amplitude of the correlation, which is lower due to the noise. Stacking the components for all values of $\tau$, we obtain:

$$R_{\text{PHAT}} \triangleq \left[ R_{\text{PHAT}}(-\tau_{\text{max}}), \ldots, R_{\text{PHAT}}(\tau_{\text{max}}) \right],$$

$$R_{\text{diffuse PHAT}}(d) \triangleq \left[ R_{\text{diffuse PHAT}}(-\tau_{\text{max}}, d), \ldots, R_{\text{diffuse PHAT}}(\tau_{\text{max}}, d) \right],$$

and after being Euclidean normalized, we obtain $\hat{R}_{\text{PHAT}}$ and $\hat{R}_{\text{diffuse PHAT}}$. It is straightforward to show that, for discrete $\tau$, minimizing the quadratic error $(K R_{\text{PHAT}}(\tau) - R_{\text{diffuse PHAT}}(\tau, d))^2$ is equivalent to minimizing the angle between the normalized vectors. Hence, denoting the inner product between two unit vectors by $\langle \cdot, \cdot \rangle$, we can rewrite Eq. (6) as:

$$d = \arg \max_{d} \left\langle \hat{R}_{\text{PHAT}}, \hat{R}_{\text{diffuse PHAT}}(d) \right\rangle$$

(7)

Given all the (offline-calculated) unitary vectors $\hat{R}_{\text{diffuse PHAT}}(d)$, the one that is better aligned with the $R_{\text{PHAT}}$ computed from the data can be found efficiently, indicating an estimate of the pairwise distance $d$.

### 3.2. Relation to the Coherence

The GCC-PHAT and coherence are two terms which are closely interconnected [13, 14]. The coherence of two signals is defined as the cross spectrum normalized by the square roots of the auto spectra. It has been shown that the real-part of the coherence of the signals at each frequency in a diffuse sound field is a sinc function of the microphone distances [25]. This property is exploited by McCowan et al. to estimate the microphone pairwise distances [26].

In this section we show that the model introduced in equation (4) is, in fact, a low-pass filtered version of the inverse Fourier transform of the coherence-based approach [26]. Based on Eqs. (3) and (4), the GCC-PHAT model for the diffuse sound field can be written as:

$$R_{\text{diffuse PHAT}}(\tau, d) \approx \int_{-\omega_0}^{\omega_0} \int_{-\frac{\omega}{2}}^{\frac{\omega}{2}} e^{j\omega(\tau-p)} \frac{c}{2d} dt \omega$$

$$= \int_{-\omega_0}^{\omega_0} \frac{c}{2d\omega} \left[ e^{j\omega(\tau+d)} - e^{j\omega(\tau-d)} \right] d\omega$$

(8)

Hence, we can see that the GCC-PHAT model for a diffuse sound field is the Fourier transform of the sinc (real-part of the coherence) ideally filtered at $\omega_0$. Since the proposed model is the inverse Fourier transform of the coherence-based model, removing high values of $\tau$ in the GCC-PHAT calculation, implies removing fast changes in the coherence and lead to denoising the coherence; Fig. 2 demonstrates an example of the denoising effect achieved via suppressing the time coefficients corresponding to $\tau > \tau_{\text{max}}$. As we will see during the experimental evaluation presented in Section 4, the GCC-PHAT model in a diffuse sound field outperforms the coherence-based approach [26], while improving the computational cost.

### 4. EXPERIMENTAL EVALUATION

In this section, we evaluate the performance of the proposed technique for pairwise distance estimation using real data recordings collected at the Idiap smart meeting room.

#### 4.1. Acoustic Recording Setup

We use the geometrical setup of the MONC corpus to record the sound field in a meeting room [27]. The enclosure is a $8 \times 5.5 \times 3.5$ m$^3$ rectangular room and it is moderately reverberant. It contains a centrally located $4.8 \times 1.2$ m$^2$ rectangular table. Nine microphones are located on a planar area parallel to the floor at a height of 1.15 m: Eight of them are located on a circle with diameter 20cm and one microphone is at the origin. The microphones are Sennheiser MKE-2-5-C omnidirectional miniature lapel microphones. The floor of the room is covered with carpet and surrounded with plaster walls and two big windows; the room is mildly reverberant with a reverberation time less than 200 ms. The room is almost silent and no
sound source is generated; there is ambient noise due to the street and computer fans. The sampling rate is 48 kHz. The experiments are conducted using $c = 343$ m/s that corresponds to 20° Celsius temperature of the room.

### 4.2. Analysis Parameters

The recordings are processed frame by frame in frames of 4096 samples (85.3 ms) after applying the Tukey window. The maximum distance between microphones was restricted to 1.5 m, so that all $\tau$ in GCC-PHAT corresponding to longer distances were not considered. The set of possible distances are discretized within the range of [0.05, 1.5] m with one millimeter resolution.

Since the diffuse noise is expected to be broadband and with equal power in all frequencies, $\omega_0 = 2\pi f_0$ has been in fact determined by the antialiasing filter ($f_0 = 23.9$ KHz). A more restrictive filtering allows a better fitting, as demonstrated in Fig. 1.

### 4.3. Pairwise Distance Estimation Performance

Fig. 3 shows the estimation error of pairwise distances for the two models; the bars represent the 99% confidence interval, assuming a normal distribution. The improvement of the proposed model in terms of pairwise distance estimation is statically significant, but it does not lead to better results in the calibration of the position of the microphones based on multidimensional scaling method [28].

### 4.4. Numerical Approximation for the Proposed Model

The mathematical approximation is suitable as Matlab® provides a symbolic implementation for the sine integral which can be sometimes quite slow. We suggest using the numerical approximation described in [29, p. 231]:

$$
\text{Si}(x) \approx \begin{cases} 
\sum_{n=0}^{N-1} \frac{(-1)^n x^{2n+1} \pi}{[2n+1](2n+1)!} & : |x| \leq 1 \\
\frac{1}{2} f(x) \cos(x) - g(x) \sin(x) & : x > 1 \\
\frac{1}{2} f(-x) \cos(x) - g(-x) \sin(x) - \frac{\pi}{2} & : x < 1 
\end{cases}
$$

which has a low error ($|\epsilon(x)| < \max\{\frac{1}{(2N+1)!}, 3 \times 10^{-7}\}$), and it can speed up the implementation of the proposed model. Functions $f(x)$ and $g(x)$ are calculated as:

$$
f(x) = \frac{1}{x} \left( x^8 + a_1 x^6 + a_2 x^4 + a_3 x^2 + a_4 \right)
$$

$$
g(x) = \frac{1}{x^2} \left( x^8 + b_1 x^6 + b_2 x^4 + b_3 x^2 + b_4 \right)
$$

The above approximation speeds up the process more than one million times. The time that it takes to perform pairwise distance estimation using each frame is 40 times faster than real time. The new GCC-PHAT model is also 30 times faster than the alternative coherence-base approach.

### 5. CONCLUSIONS

In this paper, a new model for GCC-PHAT in diffuse sound field is proposed which establishes the links between GCC-PHAT output and the microphone array geometry. To estimate the pairwise distances, the GCC-PHAT is computed for a pair of microphone signals and the distance that generates the best fitting model is estimated. It was shown that this model is in fact equivalent to an inverse Fourier transform of an ideally filtered coherence of the two signals. The experiments conducted on real data recordings demonstrate the effectiveness of the proposed approach for pairwise distance estimation. Furthermore, it suggests a simple denoising scheme for the coherence function via suppression of the GCC-PHAT activation at the time intervals which do not meet the physical constraints. The model was shown to perform significantly faster than the coherence-based counterpart and it is applicable for real time calibration setups.
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![Fig. 2](image1.png)  
**Fig. 2.** The frame-based coherence measured using the real data and the theoretical sinc model in the original form (top) and after time filtering (bottom) based on suppression of the GCC-PHAT output at the large time intervals that do not correspond to the physical setup.
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**Fig. 3.** Comparison between the average error in distance estimation using the proposed GCC-PHAT model (7) and the McCowan’s coherence-based method [10].
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