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Abstract—Rapport has been recognized as an important aspect of relationship building. While rapport in the context of human-human interaction has been widely studied, how it can be established and maintained in human-agent interaction has been studied only recently. Our study investigates how social cues and personality of a human interacting with an agent can be used for automatic prediction of rapport in this context. We conduct experiments with two emotional virtual agents. Alongside the audio-visual data, we also collect human personality measures and two measures of rapport: self-reported rapport and rapport judged by observers. The social cues, such as turn-taking patterns and facial expressions are extracted from audio-visual data. Our results show that the most significant cues that infer the rapport judgments are the number of turn-taking cues and pauses. We also find that some of the significant social cues related to rapport are similar to those reported in previous psychology literature. We also confirm previous findings on how human personality plays an important role in perceiving the interaction with agents - people who score high in extraversion and agreeableness report higher rapport with both agents. Finally, the rapport prediction results suggest that automatic analysis of social phenomena in human-agent interaction could be a feasible method for agent evaluation.
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1 INTRODUCTION

A number of sophisticated virtual agents that accomplish different tasks and exhibit a variety of interpersonal behavior are appearing. The Mach agent coaches for communication skills in a simulated job interview [1], the Rapport agent tries to establish and maintain the rapport [2], while some other agents aid people with difficulties, or make education more enjoyable. Despite efforts in the field, the reasoning functionality of state-of-the-art agents is limited to the specific purpose they have been designed for. As a result, the usual ways to evaluate human-agent interaction include measuring the agent’s usage and acceptance, and measuring the user’s experience and reactions during the interaction. For this purpose, questionnaires and interviews are indispensable assessment tools.

Our study investigates how a variety of visual, acoustic, and social cues displayed by a human user can be used to automatically measure rapport in human-agent interaction. Rapport has been recognized as one of the major aspects for building human-agent relationships [3] and is the focus of several studies (overview in Section 2). Motivated by recent technological advances in audio-visual processing [4], we explore how audio-visual data and features obtained from low-cost and user-friendly equipment and software (e.g. depth cameras) can be used to predict rapport. We conduct experiments and investigate behaviors of humans who interact with Sensitive Artificial Listeners (SALs) [5]. Automatic SALs are publicly available virtual agents designed to induce a specific emotional conversation with a human by exhibiting four different moods: happy, angry, sad and neutral. Designed for active listening, they provide an emotional response to a human user through visual and acoustic back-channels. A storytelling scenario is the best fit for achieving realistic interaction with SALs; i.e. a happy agent may approve a user by nodding, smiling and saying: “You must have a good time.”, or may encourage a user to talk: “Do you have any gossip to tell?”. SALs reasoning is based on nonverbal user behavior analysis and management rules that select appropriate emotional responses from a lexicon. SALs have been carefully designed [5], and despite limited verbal skills and understanding, they can sustain a realistic interaction, as shown in evaluation studies [6].

In our experiment, we use two SALs (sad Obadiah and cheerful Poppy) for two conversation scenarios. For each scenario we study differences in the user’s social displays and whether human personality plays a role in the way a person expresses behavior and attitudes. For each scenario we collect two measures of rapport: a self-reported feeling of rapport, and the rapport judged by external observers. In the absence of self-reported measures, the external annotations could be collected as relevant measures, and in this study, we investigate how rapport is judged for the human-agent setting. Automatic rapport prediction is done with regression and classification models trained with self-reported personality traits and extracted social cues. A preliminary version of this work has been presented in [7]. In the current study, we extend our previous study by looking at judged rapport in addition to self-reported one. We also explore and propose additional features, such as facial expressions, linguistic content, and motion cues from depth data as rapport descriptors. We investigate the correlation of these features with rapport as well as their prediction power on both self-reported and judged rapport.

Our study has three contributions. First, we investigate...
the links between extracted social cues and self-reported human personality to two measures of rapport. We also explore the use of an inexpensive motion tracking system and depth images for automatic interaction analysis. Hereby, we complement the findings in agent studies that have investigated the relation of rapport to human personality [2] [8]. Second, we investigate external judgments of rapport; first, we investigate how a crowdsourcing platform can be utilized to collect judgments of rapport in human-agent interaction, and then we study what social cues infer those judgments. Finally, we report results on prediction of rapport measures based on extracted social cues and self-reported personality traits. We extract a large set of audio-visual and social cues as features for building rapport models. To our knowledge, our study represents a first attempt to predict rapport in human-agent interaction from audio-visual data. There are a few works similar to ours in the literature, measuring postural congruence [9], and gaze and voicing of interactants [10] to predict rapport in human-human interaction. In comparison to these works, our study targets human-agent interaction and uses a larger number of social cues for prediction.

This paper is organized as follows. In Section 2, we discuss the related work on rapport in psychology and computational science. In Section 3 we describe the data collection and in Section 4 computational methods to automatically extract social cues. Results, in which we discuss the quality of external judgments, and present a statistical analysis of the rapport measures and their relationships with social cues and human personality, as well as the prediction results, are given in Section 5. Finally, we conclude in Section 6.

2 RELATED WORK
2.1 Related work in psychology

Rapport in dyadic interaction manifests itself when two people “click” [11], perceive interaction as enjoyable [12] [13], and feel connected and close to each other [14]. As rapport leads to success in interpersonal interactions, many works in psychology, mainly coming from marketing and education, investigate this social construct.

The most well-known theoretical model of rapport is proposed by Tickle-Degnen and Rosenthal [11]. Based upon meta-analysis of the literature, their framework decomposes rapport into three components: positivity, attentiveness, and coordination. Positivity refers to positive attitudes that interactants show to each other, including smiling, forward leaning and eye-contact. Attentiveness means that subjects feel involved in the interaction, displaying behaviors such as forward lean, uncrossed arms, eye contact, listening, openness, empathy and friendliness. Coordination, or being ‘in-sync’ is manifested through smooth turn-taking and unconscious mimicry and it often happens spontaneously. In practice however, this framework is not applicable to every conversational context [12]. In a study on rapport in “strangers meet” scenario, Bernieri et al. [15] failed to decompose rapport into the three components upon factor analysis, most likely because these are highly correlated. Capella further raises a question about the need for “coordination” as a necessary component [16] - in situations of conflict between husbands and wives, partners are coordinated, but lack of rapport. He also argues that the presence of positivity is the most evident component of building rapport. Some other studies have also shown how nonverbal displays, that Tickle-Degnen and Rosenthal associate to their components, can not be taken for granted. In a debate study on controversial topics, subjects who argued a lot leaned forward often, which is contrary to the belief that forward leans indicate a high rapport [13]. In another situation in which people receive bad news from a doctor, informing the illness state of their relative, there could be a high presence of negative displays and a high presence of positivity [17].

To measure rapport in face-to-face interaction, researchers have proposed different scales, mainly constructed upon the Tickle-Degnen and Rosenthal’s components, such as [18], also with examples in virtual agent studies [19], [2]. Measured rapport is likely to differ between the interactants and external observers. In a debate study between mixed sex dyads, the correlation between the male and female rapport was only .34 [13]. Observer judgments, on the other hand, are likely to correlate highly; in a number of studies Bernieri and his colleagues have confirmed that observers can judge the rapport reliably by watching short interaction clips, lasting 30-50s, even without hearing the conversation. This finding led them to conclusion that rapport judgments seem to be more of an automatic perception process than a cognitive one ([20] pp. 83). A summary of rapport studies and theoretical models can be found in [12] pp. 83; [20] pp. 67. Instead, we conclude this brief overview with the case of rapport in the “strangers meet” scenario, which matches our study.

In the “strangers meet” scenario, mimicry and postural congruence have been found to be significant in the construction of liking ([21], [22]). Psychological literature also shows how, depending on the social context, there might be a high discrepancy between displays that interactants use to communicate liking towards each other, and displays that infer observer judgments. Researchers agree that frequent eye contact, relaxation, leaning and orienting towards, less fiddling, moving closer, touching, more open arm and leg positions, smiling and more expressive face and voice are behaviors that observers interpret as signs of liking [23], [24]. Acoustic cues are as important as visual cues in judging other people [25]. On the other hand, in communication of positive attitude via posture cues, Mehrabian shows how interactant’s displays vary with respect to his/her gender and status [26]. A study on initial same-sex dyad interactions [22] shows how amount of mutual gaze and the total percentage of looking time are indicators of high liking between subjects. Other significant behaviors are: expressiveness of the face, synchrony of movement and speech, and expressiveness of the gesturing. Another cross-study on displays of liking [27] examined vocalic behaviors, showing how an increased pitch variety as indicator of liking is only shown by females. Bernieri and colleagues have also investigated the nonverbal cues that communicate rapport and infer rapport judgments in two different contexts: debate and trip planning between two mixed-sex strangers ([20] pp. 77). It is not strange that different cues have been found in those two studies. In the latter one, interactants encoded rapport mainly via mimicry, which is then followed by proximity.
On the other hand, observers interpreted situations in which interactors were smiling a lot and were more expressive (face, hand gestures) as situations of high rapport.

2.2 Related work in computational science

Nonverbal social cues often occur unconsciously in a face-to-face context, but are very significant in describing attitudes of interactants. Recently, a new research field that addresses automatic face-to-face interaction analysis, called social signal processing, has emerged [4]. Social signal processing addresses 5 categories of social cues: physical appearance; gesture and posture; gaze, facial behaviors and mimics; vocal cues; and proxemics and environment. Among vocal cues, prosody and vocal quality have been analyzed the most [28], with more recent works on emotion recognition from speech [29]. Visual cues include motion space [30], facial expressions [31], hand and body movements [32], and gaze and visual focus of attention [33]. Consumer depth cameras and available pose estimation algorithms are used as input for activity recognition [32] and greeting pattern analysis [34]. Yet when it comes to rapport and mimicry modeling from audio-visual data, we found several notable works. A database on mimicry in human-human interaction is proposed in [35]. This dataset provides an interesting benchmark for studies on mimicry, which is a component of rapport. A few other approaches address the problem of detecting mimicry in task-oriented interaction by means of motion energy analysis [36] and by means of body tracking information [37]. In [9], self-reported feelings of rapport are modeled by measuring postural congruence. In [10], rapport is classified by fusing audio-visual features, namely gaze and voicing features, with 66% - 81% accuracy for different prediction models.

Automatic human behavior analysis from audio-visual data is crucial for developing the reasoning functionality in virtual agents. Yet, we found no studies on automatic human-agent rapport analysis. The vast majority of related rapport studies focus on developing human abilities in an agent, i.e. the Rapport agent [2], [19]. In [8] the Rapport agent is used to measure how human personality affects human feelings towards the agent. The results show how Big Five extraversion and agreeableness are more relevant than features like gender or age. Another study compared human self-reported feeling of rapport in interaction with the Rapport agent to the rapport in interaction with another human [2]. Results indicate that people who score higher in conscientiousness perceive strong rapport with a human, whereas people high in agreeableness report a preference for the agent. More recently, a theoretic model of rapport development in human-agent setting has been proposed [14]. The model is based upon a meta-review of the existing literature and its functionality is successfully tested on a corpus of human-human interaction.

3 HINT rapport study

The methodology of our study, depicted in Figure 1, has been inspired by studies on prediction of dominance in human-human interaction [33], and prediction of human personality from social media [38]. We study prediction of two measures of rapport: self-reported rapport from the subjects who interact with agents, and judged rapport, assessed by the external observers. Self-reported rapport is collected in an experiment in which subjects interact with two virtual agents. Subjects are recorded during interaction, and also asked to report their personality traits. Experiment design and data collection are detailed in Section 3.1.

Judged rapport is collected in a crowdsourcing setting (Section 3.3), in which short 1-minute interaction videos are shown to non-trained workers (Figure 2). To investigate features for rapport prediction models, we extract social cues from audio-visual data. The majority of audio-visual features are extracted automatically, as described in Section 4. The results in Section 5 are divided in three different parts. First, we analyze the quality of rapport judgments from the crowdsourcing experiment. Second, we deliver the descriptive statistics of two measures of rapport and investigate relation between them. Next, we investigate significant social cues for the rapport measures, and also whether human personality is correlated to the rapport. Finally, we address the problem of predicting the rapport measures from the social cues and human personality traits.

3.1 Experimental design and data collection

The HINT (Human INTeraction) dataset obtains audio-visual recordings of 33 subjects (14 females and 19 males), with mean age 26.7, ranging from 18 to 43 years, with different cultural backgrounds (85% subjects are Caucasians). Each subject is interacting with two SALs: sad Obadiah, and cheerful Poppy. These SALs are selected based on the findings of [6], showing how Poppy is the most consistent and familiar character, while Obadiah is the most believable character.

Before the recording session, each subject had to sign the consent form and complete the NEO FFI Big Five personality questionnaire. Then, each subject was briefly introduced to the nature of the experiment. Specifically, subjects were told to have a conversation with two different virtual agents. Subjects were also told that agents behave like a human listener and they are supposed to tell them a story, and not to ask questions. To encourage the interaction, a list of five suggested conversation topics were placed in front of the subject (i.e. weekend plans, things that a subject did yesterday). However, subjects were allowed to speak of any topic of their choice. Furthermore, SALs could also ask questions not necessarily related to the topic of the conversation. Upon initiating the agent, the experimenter would exit the recording room, and return after 4-minutes to stop the interaction. After interaction, each subject filled out the post-interaction questionnaire. This questionnaire is used to measure a self-reported feeling of rapport and is inspired by [39]. In our setup, every subject interacted first with sad Obadiah, and then with cheerful Poppy without prior knowing the agent personality. Due to the relatively small number of recruited subjects, same experimental conditions were used for every subject. We further discuss this limitation in Section 5.

Several recordings were obtained at the end of each recording session: RGB-D data and audio data from Kinect,
Fig. 1. The methodology used in our study. Prediction of two measures of rapport (self-reported and judged) is investigated using audio-visual features, or social cues (SC), and human personality traits (PT). See Section 3 for details.

and screen captures and log files with a description of the agents’ behaviour. In total, we performed 66 recordings. One session with missing RGB data for a subject interacting with Poppy, and missing screen captures for two agents in other two sessions were discarded in a crowdsourcing experiment, which comprises 32 interaction sessions with Obadiah and 31 with Poppy. Further details about data collection can be found in [7].

3.2 Self-reported rapport

To measure a self-reported feeling of rapport we used the post-interaction questionnaire. In our previous work [7], we used this questionnaire to measure three different aspects of human-agent interaction: quality of interaction, degree of rapport and degree of liking the agent. However, since Tickle Dengen’s and Rosenthal framework suggests that the quality of interaction and liking the agent can be regarded as rapport components, we perform Exploratory Factor Analysis (EFA) with oblique principal-axis transformation on the post-interaction questionnaire.

Rather high Kaiser-Meyer-Okin (KMO) index of 0.89 on the item scores (n = 66; 15 items) has shown that our data is suitable for the EFA. In further analysis, Cattell’s scree plot and Revelle and Rocklin Very Simple Structure (R psych package), suggested only one underlying component. This is also confirmed by the EFA, where the single factor EFA explains 58% of the variance, yielding a root mean square of the residuals (RMSR) of 0.07. Using 2 factor EFA, the first factor explains 55% and the second only 5% of the variance, with a RMSR of 0.06. In our case, the EFA could not confirm three rapport components of Tickle Dengen’s and Rosenthal framework. This phenomenon is also found in “strangers meet” human-human interaction study done by Bernieri et al. [15], explaining how components are likely correlated in this context. In the final revision of the post-interaction questionnaire we removed the item “I felt self-conscious during the conversation.” since it had insignificant factor loading (-0.04). The revised questionnaire is hereafter referred as Human-Agent Rapport Questionnaire (HARQ). The EFA factor loadings suggest that items measure one social construct (Table 1, Cronbach’s alpha 0.94). The validity of items for measuring rapport is investigated in the crowdsourcing experiment (Section 3.3).

<table>
<thead>
<tr>
<th>Item</th>
<th>Factor loadings</th>
</tr>
</thead>
<tbody>
<tr>
<td>I got along with the character pretty good.</td>
<td>0.88</td>
</tr>
<tr>
<td>I did not want to get along with the character.</td>
<td>0.74</td>
</tr>
<tr>
<td>I was paying attention to way that character responds to me and I was adapting my own behaviour to it.</td>
<td>0.49</td>
</tr>
<tr>
<td>I felt that character was paying attention to my mood.</td>
<td>0.73</td>
</tr>
<tr>
<td>The interaction with the character was smooth.</td>
<td>0.81</td>
</tr>
<tr>
<td>I felt accepted and respected by the character.</td>
<td>0.86</td>
</tr>
<tr>
<td>I think the character is likeable.</td>
<td>0.85</td>
</tr>
<tr>
<td>I enjoyed the interaction.</td>
<td>0.84</td>
</tr>
<tr>
<td>The interaction with the character was forced, awkward, and strained.</td>
<td>0.82</td>
</tr>
<tr>
<td>I felt uncomfortable during the interaction.</td>
<td>0.44</td>
</tr>
<tr>
<td>The character often said things completely out of place.</td>
<td>0.73</td>
</tr>
<tr>
<td>I think that the character finds me likeable.</td>
<td>0.81</td>
</tr>
<tr>
<td>The interaction with the character was pleasant and interesting.</td>
<td>0.68</td>
</tr>
<tr>
<td>I would like to interact more with the character in the future.</td>
<td>0.59</td>
</tr>
</tbody>
</table>

3.3 Rapport judgments: a crowdsourcing experiment

Studies show that crowdsourcing is an inexpensive and fast way to collect quality annotation data for experimental research [40], such as human personality annotations [38]. For that matter, we used Crowdflower, an aggregating crowdsourcing platform with more than 5 million of workers.

To design a Crowdflower task we created 1-minute video clips, extracted from 2nd to 3rd minute of human-agent interaction sequence. Thin slices, or short video clips, are commonly used for making judgments in first impression studies. One minute clip length is selected based on psy-
chological finding that observers can assess rapport by watching clips lasting 30-50 s [13]. Decision about extraction location (2nd to 3rd minute) is less straightforward. While some studies on rapport and personality judgments use clips extracted from the beginning of interaction [13][6], some other studies show how the beginning of interaction contains “degree of awkwardness” and uncoordinated non-verbal behavior [11], that is potentially misleading for judgments on different traits, such as personality (see [6], p.315). Also, because of the interaction order in our experiment (first Obadiah, then Poppy), which implies unfamiliarity of subjects with the experiment when encountering Obadiah, we assumed that the most spontaneous and meaningful part of interaction occurred later in the interaction, so we chose to extract the clip from 2nd to 3rd minute. The final task we designed for Crowdflower is shown in Figure 2. Synchronized human and agent playbacks, with the agent displayed in the upper left corner, were shown to the workers. For annotation of rapport we included two rapport scales: our Human-Agent Rapport Questionnaire (HARQ), and modified version of Laken’s rapport scale (mLRS) [18]. HARQ items displayed in Table 1 are modified for the purpose of judging impressions from the third perspective. The mLRS scale, which is displayed in Table 2, is added to measure the construct validity of the HARQ scale. The mLRS contains modified items used in the judgments of rapport [18] (Cronbach’s alpha 0.81). The original questions are reformulated into the statements, and three were reversely coded. Finally, one item is replaced with the item used by Bernieri et al. [13]. All items are scored on the five-point Likert scale. For control reasons, we also added a question to collect the workers opinion about the topic of interaction.

We created two different jobs: first job contained videos of interaction with Obadiah, and second with Poppy. Due to missing data during the recording, the job with agent Obadiah contained 32 videos, and the job with agent Poppy 31 videos. In order to avoid influence of judgments between two experimental conditions, and to provide a different pool of workers working on the task, each job is launched at different time. The job with Obadiah is launched at 10 am. CET, and the job with Poppy at 11 pm. CET, four days after. Each video within a job is annotated by 5 workers coming from the following English-speaking countries: USA, Great Britain, Canada and Australia. The cost of one annotation, with completion time estimated on 2 minutes, is set to 30 cents.

4 Social cue extraction

Based upon a review of the literature on displays of rapport and personality, the following verbal and nonverbal cues are selected and extracted from audio-visual data: language style, speaking activity, pauses, prosody, body leans, head direction, visual activity, hand activity and facial expressions (see Table 3). Spoken transcripts, which are essential for computing the language style, and hand activity were manually annotated. In this study we focus on individual human behavior. We believe that features obtained by mimicry analysis can improve rapport prediction, but not dramatically in our case. SALs have a “talking head” appearance, so postural congruency and hand gestures, which are the most powerful way of expressing the mimicry ([21], [13]), can not be considered. Moreover, SALs behaviors are short and similar at every turn. In speaker state, SALs say a simple, emotional comment or question, accompanied with eyebrow and head movements. In listener state, they use blinks, head and eyebrow movements. Obadiah shows sad facial expressions, and Poppy happy ones. This implies that by measuring facial expressions of a human, we can grasp a certain level of mimicry between agent and a human.

4.1 Verbal cues

Language style. In order to analyze the language style of subjects, we use Linguistic Inquiry and Word Count software (LIWC) [41]. LIWC is a text analysis tool, which computes occurrence of 4 word categories and its 81 subcategories. These are designed to study structural, emotional, and cognitive components of a language. These include: Linguistic Processes (with subcategories such as word count (WC), words longer than six letters, etc.), Psychological Processes (social such as friends or family, affective such as sad, anger), Personal Concerns (such as achievements, or health), and Spoken Categories (assent, fillers). LIWC has been utilized in social studies related to natural language processing and spoken dialogue analysis. For example, in task-oriented scenario leadership skills of an individual can be expressed in a spoken dialogue [42].

We use LIWC to process spoken transcripts per subject. Transcription is done manually because experiments with three state-of-the-art speech recognizers have resulted in relatively poor results, mainly due to majority of non-native English speakers in the HINT dataset. From LIWC analysis we excluded punctuations (periods, dots, exclamation marks, etc.), which resulted with 66 different features.

4.2 Nonverbal cues

4.2.1 Auditory cues

To extract nonverbal cues from speech, we first have applied automatic speaker diarization on human-agent audio files
using Idiap Speaker Diarization Toolkit [43]. Based on diarization output, we compute speaking activity, pauses, and voice quality measures. The resulting auditory nonverbal cues contain 27 features.

**Speaking activity.** We extract speech segments and compute the following features for each interaction sequence: total speaking length (TSL), total speaking turns (TST), filtered turns (TSTF - turns shorter than 2 seconds were not taken into account), and average turn duration (ATD).

**Pauses.** Based on the speech segments we compute 4 features that measure occurrence of pauses in each sequence. The following features are inspired by [31]: presence of pauses, or proportion of active time (PausesPT), frequency, or number of pause segments (PausesNS), average duration of pauses (PausesAD) and presence of pauses shorter than 0.5 sec (PausesPTS). Computation details can be found in [31], p. 2.

**Voice quality measures.** To export voice quality measures we use MIT Human Dynamics group toolkit ([28]). The voice quality measures are computed on the subject’s speech, which was extracted from the recorded audio using the diarization output. We extract the statistics - mean and standard deviation - of the following prosodic features: pitch (F0 (m), F0 (std)), pitch confidence (F0 conf (m), F0 conf (std)), spectral entropy (SE (m), SE (std)), delta energy (DE (m), DE (std)), location of autocorrelation peaks (Loc R0 (m), Loc R0 (std)), number of autocorrelation peaks (# R0 (m), # R0 (std)), and value of autocorrelation peaks (Val R0 (m), Val R0 (std)). Furthermore, five other measures are exported: average length of speaking segment (ALSS), average length of voiced segment (ALVS), fraction of time speaking (FTS), voicing rate (VR), and fraction speaking over (FSO).

### 4.2.2 Visual cues

One of the aspects we wanted to investigate is the use of an inexpensive motion tracking system (MS Kinect SDK v1.8) and depth images for automatic interaction analysis. Performance of the Kinect SDK upper body tracker was subjectively judged by visually inspecting the aligned skeleton on the subjects body in real-time. The results were quite good for head, neck and shoulder joints, whereas elbow and hand tracking produced poor results. This is a reason why hand activity is manually annotated. We used Kinect SDK upper body and face tracking information to model body and hand direction classifier.

**Body Leans.** We developed a method for automatic body lean analysis from 3D upper body tracking information. We trained a Support Vector Machine (SVM) classifier with RBF kernel, to recognize the following body leans per frame: neutral, sideways left, sideways right, forward and backward leans. These categories are inspired from psychological findings on affective displays in body posture [26].

The SVMs are trained on a balanced dataset, with 300 manually annotated frames, representing 8 human subjects who had the most expressive torso movements in the HINT dataset. We use the following features: 3D neck and shoulder joints, z-coordinate of head joint, and 3D shoulder joints normalized with respect to the subject’s neutral body pose. The subject’s neutral body pose is approximately an upright 90-degree sitting position. To compute it, we first annotated frames for each subject containing these poses based on visual inspection. Then, for each interaction sequence, we find the subject’s neutral body pose which is the first frame within the distance of one standard deviation from mean of annotated frames. With the features, we train SVMs with 10-fold cross-validation, to obtain the best parameters for SVMs. The best model is tested on the rest of the annotated images (forward leans: 3937 frames; neutral: 10136; sideways left: 42; sideways right: 87; backwards: 113) with the accuracy of 94% for neutral, 98% forward leans, 70% for sideways left, 62% for sideways right, and 72% for back leans. Using the body leans classifier, we compute distribution of body leans and frequency of shifts between the leans.

**Head Direction.** We implemented a simple heuristic method, which outputs two head directions per frame: screen, or away from screen. The method is using 3D object approximation of the screen and 3D head coordinates from the Kinect face tracker. We tested the performance on manually annotated ground truth data from 10 randomly selected subjects (away: 339 frames; screen: 1249). We obtained accuracy of 72% for away, and 81% for screen. Using the head direction method, we compute distribution of head directions and frequency of shifts from one position to another.

**Visual activity.** The visual activity of the subject is extracted by using two spatial motion cues: weighted motion energy images (wMEI) and depth wMEI images. The following statistics is calculated for each cue: entropy, mean and median value.

wMEI image is a binary image that describes the spatial motion distribution in the video sequence [30]. It is a simple method which highlights regions in the image where any form of motion is present, if a camera is fixed. As such, it can be utilized to observe a space of movements of a person sitting in front of the computer screen. We used the length of the interaction sequence to normalize the wMEIs.

Depth wMEI images are calculated based on depth images and a similar strategy is followed as in wMEI images based on grayscale intensity. One extra step that we needed to follow was to preprocess the depth images to remove the holes, or noise on the depth image that occurs during the Kinect recording. For preprocessing, the depth images are first converted to have depth values in the grayscale range and then we applied morphological operators and inpainting to remove the holes in the depth images. First, we used a closing operator applied with an ellipse shaped structuring element (with size 25 by 25). While the closing operator eliminates most of the holes, some of the holes still remain. To remove those as well, we applied OpenCV’s Navier-Stokes based inpainting method on the remaining holes, where the hole is filled with the depth values of the neighboring pixels. Dependent on the neighbouring pixels, these methods generally perform better on smooth surfaces than on boundaries. We manually checked the resulting images after preprocessing and confirmed that the holes are successfully removed without significant distortions on the depth images. After this step all holes have been removed and the resulting depth images are ready for further processing. The rest of the processing is similar to the wMEI calculation [30]. The aim is to have a motion image via frame differencing, where the motion is defined with respect to the
depth change. For the thresholding, we used a threshold of 15, which is determined empirically.

**Hand activity.** For hand activity, every 15th frame in the interaction sequence is manually annotated with one of the following labels: hidden hands (HDH), hand gestures (GES), gestures on table (GOT), hands on table (HOT), and self-touch (ST). Based on these labels, we compute distribution and frequency of hand activity shifts.

**Facial Expressions.** Facial expressions are modeled with an output of the Computer Expression Recognition Toolbox (CERT) [44], which is a state-of-the-art facial expression recognition software. For selected emotion in a video sequence, CERT outputs estimated probabilities of the emotion occurrence per frame. Although CERT toolkit is designed for situations when a person is not speaking, we visually inspected that the HINT dataset contains very few facial expressions on listener segments, so we processed the whole conversational sequences instead.

We use CERT estimations of basic emotions: happiness, sadness, surprise, anger, disgust; plus neutral expression and smile intensity. The way we model the facial expression cues is inspired by [31], who compute the presence of expressions, their duration, and their frequency from CERT probabilities. The main difference between their method and our method, is that, for some emotions, we adapt the threshold for binarization of probabilities to the human subject. We inspected that emotions expressed by some HINT subjects had constantly fair high probabilities through sequence, which is presumably due to subjects’ facial features (wrinkles, beard, the eyebrows shape). For example, this was inspected for emotions of anger and surprise for some subjects. In this case, a low fixed threshold for binarization of probabilities would yield constant presence of anger and surprise for these subjects, and if raised, anger and surprise would cease to exist for the rest of subjects. To adapt threshold, we assume that there is at least 10% of data in each sequence in which a subject is not showing expression of anger, sadness, disgust and surprise. For these expressions, threshold is initialized to 0.015, and then increased with the mean of subset of probabilities containing 10% of the lowest values. Neutral expression and expression of joy may be constantly present during interaction, so for these emotions we leave the fixed threshold of 0.015. For smiles, we use 0. Once the emotion probabilities are converted to binary values, morphological filters dilation and erosion are used for smoothing. From smoothed values we extract three different facial features: proportion of active time (PT), number of active segments (NS) and average duration of expressions (AD). Computation of these features is explained in [31], p. 2.

## 5 Results and Discussion

### 5.1 Analysis of crowdsourcing data

To collect annotations of rapport we created two jobs with 63 tasks; the job with Obadiah contained 32 tasks, and the job with Poppy 31 tasks. Five workers were assigned to each task. Tasks were completed by a total of 117 workers from 4 countries. Tasks with Obadiah were completed by 70 workers in 2 hours, and tasks with Poppy were completed by 56 workers in 1 hour and 10 minutes. Among 117 workers, 6 workers annotated videos of both Poppy and Obadiah. Each worker completed on average 2.7 tasks. The average time of task completion was 2 mins and 36s for Obadiah, and 2 mins and 57s for Poppy. The price of the whole experiment is $133.

After jobs completion we visually inspected annotations. Since the workers did not have any restrictions on the number of tasks, we paid attention to cases when a worker completed 6 or more tasks, and when a worker’s performance in some of the previous Crowdflower jobs was not good. We found 6 suspicious workers who annotated 38 videos in total, and who scored all items similarly. On the 5-point Likert scale, with some reverse coded items, scores of 3 workers were all 3s, scores of 2 workers were 2s and 3s, and
scores of one worker 4s and 5s. These workers completed their tasks in a very short period of time (approx. 70-75 secs), and it is very likely that they did not pay attention to the content. The usage of reverse coded items was a good way to spot the spammers. Contribution of suspicious workers was excluded, and another Crowdflower job is used to collect the missing annotations.

On the final annotations, we first investigated the control question about conversation topic. Workers could choose among three offered topics, and the category “None of the above”, accompanied with an explanation box. For some interactions 2 or more topics were present, so it is expected that the workers agreement will differ highly in these cases. Fleiss’ Kappa for the control question was moderate for the job with Obadiah (κ=39), and fair for the job with Poppy (κ=29). Further, we studied consistency of the interrater reliability by computing the Intra-Correlation Coefficient (ICC) and interrater Cronbachs α. We computed two Intraclass Correlation Coefficients (ICCs) for each item: the ICC(1,1) to measure the extent to which two workers agree with each other, and the ICC(1,k) to measure the agreement level in rating the targets, when the annotations are aggregated across the five workers to obtain a final rapport score. The ICC and interrater Cronbachs α results are given in Table 4. The agreement is moderate for both rapport scales (HARQ and mLRS) on both jobs. Besides, we also measured the internal consistency of individual items in HARQ and mLRS scale. Cronbachs α are given in Table 4 (2nd field, column 3). The lowest Cronbachs α of 0.7 which is obtained for mLRS scale, agent Obadiah, is still considered acceptable measure of scale reliability.

To study whether the HARQ scale measures rapport, we computed the Spearman’s correlation coefficient between individual scores from the HARQ scale and scores from the control mLRS scale. Scatter plot displayed on left side of Figure 3 reveals strong correlation between the scores (n = 315; ρ = 0.83, p-value < 0.001). Spearman’s ρ between the HARQ and the mLRS scores, computed distinctly for Obadiah (n = 160; ρ = 0.8, p-value < 0.001), and for Poppy (n = 155; ρ = 0.85, p-value < 0.001) are also on the high side. Right side of Figure 3 displays two box plots of individual rapport scores on two scales, whereas Table 4 shows the descriptive statistics. All scores range from minimum 1 to maximum 5. For agent Poppy, there is less visible difference between HARQ and mLRS scores - difference between the average of scores is only 0.04 (1%). For agent Obadiah, there is a more obvious difference: the box plot shows how HARQ scores are slightly skewed to the right when compared to mLRS scores, which has normal distribution. However, the difference between the average of scores is also low - 0.12 (3%). Based on the results, we find the rapport validity of the HARQ scale to be acceptable. To compute judged rapport per interaction, we averaged judged rapport, computed on the HARQ scale, from the five workers.

5.2 Analysis of self-reported and judged rapport

Distribution of the self-reported feelings of rapport and distribution of judged rapport are given in Figure 4, and descriptive statistics in Table 5. We observe how self-reported rapport with Obadiah is lower than self-reported rapport with Poppy, and is right-skewed (Figure 4). Indeed, the paired t-test ((t(32) = -6.31, p < 0.05) has confirmed that the HINT subjects on average report higher self-report rapport with Poppy (M = 3.36, SD = 0.83), than with Obadiah (M = 2.35, SD = 0.69). During the experiment, several subjects reported that “Poppy seems to be dull”. Besides, findings on SALs show how Obadiah is the most believable, and Poppy ‘possibly the archetypal character” [6]. Based on these a priori findings, we did not expect any significant preference for Poppy shown by the HINT subjects. On the other hand, if we observe interaction with Obadiah under the lens of psychological findings (Section 2.1), it is expected that emotional support via subject’s self-disclosure about their tasks in a very short period of time (approx. 70-75 secs), and it is very likely that they did not pay attention to the content. The usage of reverse coded items was a good way to spot the spammers. Contribution of suspicious workers was excluded, and another Crowdflower job is used to collect the missing annotations.

On the other hand, the paired t-test has shown no significant difference between judged rapport with Obadiah and judged rapport with Poppy. We observed some subjects whose intentions to cheer up Obadiah lead to frustration towards the end of interaction and accordingly, with low self-reported rapport. Interestingly, some of these examples are judged as interactions with high rapport. We designed the crowdsourcing study under the assumption that judges can access the rapport by watching short interaction clips [13]. To prove whether this applies for human-agent interaction,
TABLE 5
Descriptive statistics of self-reported rapport and rapport judged by external observers.

<table>
<thead>
<tr>
<th></th>
<th>M</th>
<th>SD</th>
<th>MD</th>
<th>Min</th>
<th>Max</th>
</tr>
</thead>
<tbody>
<tr>
<td>Self-reported, Obadiah</td>
<td>2.38</td>
<td>0.69</td>
<td>2.28</td>
<td>1.28</td>
<td>3.93</td>
</tr>
<tr>
<td>Judged, Obadiah</td>
<td>2.82</td>
<td>0.47</td>
<td>2.77</td>
<td>1.68</td>
<td>3.54</td>
</tr>
<tr>
<td>Self-reported, Poppy</td>
<td>3.36</td>
<td>0.83</td>
<td>3.42</td>
<td>1.28</td>
<td>4.64</td>
</tr>
<tr>
<td>Judged, Poppy</td>
<td>2.95</td>
<td>0.53</td>
<td>2.84</td>
<td>1.91</td>
<td>4.24</td>
</tr>
</tbody>
</table>

For the self-reported rapport with Obadiah, one can notice very low cue utilization, not only with LIWC categories, but also with other social cues (Table 6). One possible, albeit speculative, explanation could be that subjects freely expressed themselves while interacting with Poppy because they knew what is expected from them. As mentioned in Section 3.3, a certain degree of awkwardness may be contained in an early phase of “strangers meet” interaction. For Obadiah, only one significant LIWC category was found - Cognitive processes (.35), which indicates a high utilization of words like “cause”, “know”, “ought”. This weakly supports the notion that people who aim to cheer up Obadiah report high rapport. For the self-reported rapport with Poppy, more significant categories were found. Subjects who say “I” more frequently, do not negate, swear less, and use less angry words, report higher rapport with Poppy. These are all indicators of positive interactions with cheerful Poppy.

5.3 Correlation analysis between rapport and extracted social cues and personality

5.3.1 Verbal cues and rapport

A conversation with Obadiah on average results with fewer words spoken by a subject (M = 275.18, SD = 112.3, MD = 250), than a conversation with Poppy (M = 310.24, SD = 109.19, MD = 296), as confirmed by the paired t-test (t(32) = -3.65, p < 0.001). To test whether a subject’s language style characterizes the presence of rapport, we computed Pearson’s correlation between the LIWC categories and rapport scores per interaction, the self-reported and the judged scores. Table 6 reports the significant results. When it comes to judgments of rapport, the most significant LIWC category is word count (WC) (p < 0.005). Subjects who talk more are judged to have higher rapport, or being more involved in interaction with both agents. This is in direct relation to our findings on turn-taking (see Section 5.3.2). Other LIWC categories for agent Obadiah suggest how interactions in which people are oriented towards the future and their achievements (low I, high Future and Achieve), while keeping the positive attitude (high Conjunction and Tentative, complemented with facial expressions of Joy), and perhaps also trying to cheer up the agent (high Discrepancy and Sad, complemented with facial expressions of Joy) are judged to have high rapport. When it comes to LIWC categories that characterize judgments of rapport with Poppy, less pronouns (Total pronouns and Personal pronouns), less present tense (Present), less words like “observe” or “feeling” (Perceptual Processes), more prepositions and words related to spatial movements (Relativity and Space) are found to be significant. These categories suggest that interactions in which a subject is focused on describing the present events and plans, are judged to have high rapport by external observers.

Except for LIWC, we have also investigated the most frequent words spoken per interaction. For each individual interaction 30 most frequent words are computed and combined within each conversation scenario. Then, two word clouds are generated. Results, shown in Figure 5, show almost no difference between interactions with Obadiah and with Poppy. Words like “yeah”, “well”, “good”, “like”, “happy” are the most spoken words in both scenarios.
5.3.2 Nonverbal cues and rapport

To study which nonverbal cues are significant descriptors of rapport we used Pearson’s correlation analysis. Correlation between the self-reported rapport and each nonverbal feature was computed on 33 interactions per agent (n = 33). Correlation between self-reported rapport with Poppy and hand activity, visual activity and facial expression was computed on 32 interactions (n = 32), due to missing data. Correlation between the judged rapport for Obadiah and each nonverbal feature was computed on 32 interactions (n = 32), and for Poppy on 31 interactions (n = 31). Significant results (p-values <0.05) are shown in Table 6. We observe that vocal nonverbal cues - turn-taking and presence of pauses are the most significant descriptors of both rapport measures.

For self-reported rapport with Obadiah, only vocal cues were found to be significant - subjects whose speech segments and turns last shorter report high rapport with Obadiah. As mentioned in Section 5.2, after the experiment, a few of the subjects who reported high rapport with Obadiah also reported that they wanted to cheer him up, which could be the reason for short turns. With regards to judged rapport with sad Obadiah, interactions in which a subject displays longer and more frequent facial expressions of joy are judged as interactions with high rapport. This is in contrary to findings on mimicry in human-human interaction [21]. There are some evidences how presence of mimicry highly correlates with interpersonal relationship, and is more likely to happen when subjects know each other [45]. However, no psychological finding reports how displays of joy towards sad interactant are judged more positively. As explained in Section 5.2, this finding also suggests that SALs might be considered as less “human like”.

Other significant features which infer judgments of high rapport with Obadiah are more explicable. Interactions with less and shorter pauses, and with longer speech segments are judged to have high rapport. Besides, subject’s vocal features, such as lower frequency, higher location of autocorrelation peaks (or louder speech) are also correlated to judgement of high rapport. Among visual cues, except for facial expressions, hands placed calmly on the table, with less movements were found to be significant. These postural cues, according to Darwin’s theory (noted in [46]), are found to be indicators of passive emotions and sadness. Self-touch is mostly regarded as discomfort, or negative affect, so the absence of this behavior is also perceived as a sign of high rapport in interaction with Obadiah.

With regards to Poppy, similar significant features are found for both self-reported and judged rapport, and these are turn-taking patterns and number of pauses, which are in direct relationship to psychological findings on interest and engagement [27]. Subjects who take more turns, and use less and shorter pauses, report high rapport with Poppy. For self-reported rapport with Poppy two other vocal features were found to be significant: autocorrelation peaks and shorter average length of voice segments. Among visual cues, subjects who lean back more often are not perceiving high rapport with Poppy. Back leans in this case may indicate lack of interest. On the other hand, interactions with Poppy with less and shorter pauses are judged as interactions with high rapport by external observers. Three other facial expression cues were also found for this case. Surprisingly, these are neither joy nor smiles, but disgust and surprise which are negatively correlated to judged rapport. Besides, a subject who is gesturing more with his/her arms placed on the table, smiles a lot, and whose angry expressions last less is judged to have high rapport with Poppy. In this case, presence of smiles is a sign of mimicry [21], whereas expressive body movements are indicators of joy [47].

5.3.3 Personality and rapport

Lower part of Table 6 shows the significant correlations between personality traits and rapport measures. Self-reported rapport results in high utilization (5), which is the confirmation of previous findings, showing that personality traits are significant descriptors of human-agent interaction [8]. Extraverted subjects report high rapport with both agents, which supports findings from psychology. In a human-human “strangers meet” interaction, which inspired our work, extraverted people perceived interaction as “smooth, natural, and relaxed”, and they also felt comfortable around their interaction partner [39]. In a similar study on Big Five manifestation [48], extraverted people rated interaction as natural and relaxed. Another result shows how agreeable subjects report high rapport with both SALs agents (Table 6). This extends a finding on human-agent interaction, which shows that agreeable people perceive strong rapport with the Rapport agent [2]. Our result indicates that human agreeableness might be important for perception of high rapport, as found in [39]. Among other Big Five traits, we find that people who score high in neuroticism report high rapport only with agent Poppy, who is the complementary character, showing a tendency for a complementary likeness rule towards the agent [49]. When it comes to external judgments of rapport, people who are low in neuroticism and conscientiousness are judged to have a high rapport with sad Obadiah. The neuroticism trait characterizes Obadiah, so the result for neuroticism suggests that complementary likeness rule might be observed by external judges.

5.4 Prediction of rapport

For prediction of collected rapport measures we addressed two tasks, regression and classification task. For regression task we addressed two different regression models: Support Vector Regression (SVR) and Kernel Ridge Regression (KRR), with RBF kernel. Each model is trained using double cross-validation (CV) approach in which for outer fold we used leave-one-out CV, and for inner fold we used 5-fold CV approach. The inner fold is used for parameter optimization.
TABLE 6
Significant Pearson correlation effects between rapport and different features in interactions with Obadiah and Poppy (p < 0.05, *p < 0.01). See social cue acronyms in Table 3

<table>
<thead>
<tr>
<th>Verbal Cues</th>
<th>Obadiah</th>
<th></th>
<th>Poppy</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Self-reported rapport</td>
<td>Judged rapport</td>
<td>Self-reported rapport</td>
<td>Judged rapport</td>
<td></td>
</tr>
<tr>
<td>Cognitive processes (.35)</td>
<td>Word Count (.51), Words &gt;6 letters (.41)</td>
<td>I (.39), Negate (-.46)</td>
<td>Word Count (.47)</td>
<td></td>
</tr>
<tr>
<td>Future (.52)</td>
<td>Prepositions (-.35)</td>
<td>Total pronouns (-.36)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Conjunctions (.45)</td>
<td>Cause (.38)</td>
<td>Personal pronouns (-.39)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Number (-.38), Sad (.45)</td>
<td>Discrepancy (.51)</td>
<td>Anger (-.50), Feel (-.45)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Tentative (.66)*</td>
<td>Achieve (.46)</td>
<td>Present (-.39)</td>
<td></td>
<td></td>
</tr>
<tr>
<td># Features: 1</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Nonverbal Cues</th>
<th>Obadiah</th>
<th></th>
<th>Poppy</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Self-reported rapport</td>
<td>SC+PT (sig.) SVR</td>
<td>Neur. (-.35)</td>
<td>SC+PT (sig.) KRR</td>
<td>Neur. (.47)</td>
</tr>
<tr>
<td>Judged rapport</td>
<td>SC (sig.)</td>
<td>TSL (.38), TST (.49)</td>
<td>SC (sig.)</td>
<td>Extr. (.40)</td>
</tr>
<tr>
<td></td>
<td>PT (sig.)</td>
<td>PausePT (-.41)</td>
<td>PT (sig.)</td>
<td>Agree. (.39)</td>
</tr>
<tr>
<td></td>
<td>SC (sig.)</td>
<td>PauseNS (.43)</td>
<td>SC (sig.)</td>
<td># Features: 2</td>
</tr>
<tr>
<td># Features: 7</td>
<td></td>
<td># Features: 2</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Personality traits</th>
<th>Obadiah</th>
<th></th>
<th>Poppy</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Extr. (.55)*</td>
<td>Neur. (-.35)</td>
<td>Extr. (.40)</td>
<td>Neur. (.47)</td>
<td></td>
</tr>
<tr>
<td>Agree. (.35)</td>
<td>Consc. (-.40)</td>
<td>Agree. (.39)</td>
<td># Features: 3</td>
<td></td>
</tr>
<tr>
<td># Features: 2</td>
<td># Features: 2</td>
<td># Features: 0</td>
<td># Features: 0</td>
<td></td>
</tr>
</tbody>
</table>

TABLE 7
Regression results for Obadiah and Poppy with different feature sets (Personality traits (PT), social cues (SC), all vs. significant cues). For each feature set we only show results of the best regression model.

<table>
<thead>
<tr>
<th>Feature Set</th>
<th>Meth.</th>
<th>R2</th>
<th>RMSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Self-reported rapport</td>
<td>SC+PT (sig.) SVR</td>
<td>0.359</td>
<td>0.136</td>
</tr>
<tr>
<td></td>
<td>PT (sig.) KRR</td>
<td>0.177</td>
<td>0.155</td>
</tr>
<tr>
<td></td>
<td>SC (sig.) SVR</td>
<td>0.126</td>
<td>0.160</td>
</tr>
<tr>
<td>Judged rapport</td>
<td>SC (sig.)</td>
<td>0.622</td>
<td>0.071</td>
</tr>
<tr>
<td></td>
<td>SC+PT (sig.)</td>
<td>0.618</td>
<td>0.075</td>
</tr>
<tr>
<td></td>
<td>SC (all)</td>
<td>0.321</td>
<td>0.096</td>
</tr>
<tr>
<td>Self-reported rapport</td>
<td>SC+PT (sig.) KRR</td>
<td>0.590</td>
<td>0.131</td>
</tr>
<tr>
<td></td>
<td>SC (sig.) SVR</td>
<td>0.561</td>
<td>0.136</td>
</tr>
<tr>
<td></td>
<td>SC+PT (all)</td>
<td>0.406</td>
<td>0.158</td>
</tr>
<tr>
<td>Judged rapport</td>
<td>SC+PT (sig.) KRR</td>
<td>0.152</td>
<td>0.121</td>
</tr>
<tr>
<td></td>
<td>PT (all) SVR</td>
<td>0.094</td>
<td>0.125</td>
</tr>
</tbody>
</table>

To investigate features relevant for prediction of rapport, we trained the models with different feature sets. We experimented with (1) all extracted social cues (SC), verbal and nonverbal (2) all SC cues and all personality traits (PT), (3) all PT, (4) significant SC cues, (5) significant PT, and (6) significant SC and PT. Significant SC cues and PT are shown in Table 6. Missing SC cues for one subject, obtained from color images, are replaced with mean values (4 significant features).

Table 7 shows the results of our experiments, where we report the $R^2$ and Root Mean Square Error (RMSE). Among different feature sets and regression models that we have experimented with, we report the best results for each rapport measure. To stress the difference between experimented feature sets, we only show the results of the best regression model for a specific feature set. One can first notice that the best results are obtained when personality traits and social cues are combined, which boost the performance of each individual input source (PT and SC used alone).

For classification task we first segmented normalized rapport scores into two binary classes using the interval mean as threshold (0.5). We trained support vector machines (SVMs) in the manner same to regression; using double CV, leave-one-out CV approach for the outer fold, and 5-fold CV approach for the inner fold. We experimented with the same feature sets as in regression task, except new significant cues are obtained with Pearson’s correlation between the exported cues and two binary rapport classes. To balance the feature sets we applied random oversampling technique. Classification Kappa statistics for all rapport measures is depicted in Figure 6. To compare results between the feature sets, we display Kappa values for classification task when we use all SC cues and PT, only significant SC, and only significant SC and PT (for judged rapport in interaction with Poppy, no significant personality is found). We observe how regression findings are translated to classification task; the best results for predicting rapport measures are obtained when both SC and PT are used together. The confusion
Fig. 6. The Kappa statistic of SVM models trained with different feature sets.

<table>
<thead>
<tr>
<th>TABLE 8</th>
</tr>
</thead>
<tbody>
<tr>
<td>Confusion matrices of the best classification models for rapport measures.</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Self-reported, Obadiah Predicted</th>
<th>Judged, Obadiah Predicted</th>
</tr>
</thead>
<tbody>
<tr>
<td>True (+) 6 4 60% Acc. 82%</td>
<td>True (+) 12 2 86% Acc. 88%</td>
</tr>
<tr>
<td>True (-) 2 21 91%</td>
<td>True (-) 2 16 89%</td>
</tr>
<tr>
<td>OA 94 %</td>
<td>OA 94 %</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Self-reported, Poppy Predicted</th>
<th>Judged, Poppy Predicted</th>
</tr>
</thead>
<tbody>
<tr>
<td>True (+) 21 2 86% Acc. 94%</td>
<td>True (+) 11 3 79% Acc. 88%</td>
</tr>
<tr>
<td>True (-) 0 10 100%</td>
<td>True (-) 2 15 88%</td>
</tr>
<tr>
<td>OA 94 %</td>
<td>OA 94 %</td>
</tr>
</tbody>
</table>

matrices for the best classification models are given in Table 8. The results are on the stronger side, showing that prediction accuracy for each rapport measure is higher than 80%.

6 CONCLUSION

We have presented an experimental study on rapport prediction in two scenarios where human subjects are conversing with two virtual agents: sad Obadiah and cheerful Poppy. Two measures of rapport, a self-reported feeling of rapport, and rapport judged by external observers, are collected and correlated to self-reported personality traits and social cues displayed by a human subject. Non-trained observers are recruited in a crowdsourcing setting, in which they judged 1-minute video clips of human-agent interaction. Clips are extracted from longer sequences; based on psychological findings [13], rapport impressions on these short segments can be transferred to whole interaction.

To our knowledge, this is the first study about external judgments of rapport in human-agent interaction. Although the crowdsourcing results suggest that this could be a low-cost and fast approach for collecting annotations in human-agent studies, a further investigation is necessary to validate the annotations. Correlation analysis between the observers’ judgments and social cues extracted from audio-visual data, has revealed that observers infer rapport from turn-taking and pauses in both interaction scenarios. Interactions with Obadiah and Poppy in which there are more turn-takes, less pauses, and where a subject speaks longer are judged to have high rapport. When it comes to visual cues, subjects who are smiling more often and making more hand gestures are judged as highly connected to cheerful Poppy. For Obadiah, despite the fact that subjects with passive body movements, which are a sign of sadness [46], are judged to have a high rapport with sad Obadiah, a number of positive and joyful social cues are also found to be correlated. These are frequent and highly present facial expressions of joy displayed by the subjects, spoken content that is characterized by achievements, tentative words, and talk about future. Moreover, subjects who are low in conscientiousness and neuroticism are also judged to have high rapport with Obadiah. Based on these cues, we find that interactions in which people are not affected by Obadiah’s gloomy state are judged as interactions with high rapport. These people try to cheer up sad Obadiah by talking joyfully about their future and achievements.

When it comes to a self-reported feeling of rapport, and its relationship to a human personality traits, agreeableness and extraversion are found to be significant. Subjects who scored high in agreeableness and extraversion have reported high rapport with both agents. This behavior is also found in human dyadic interaction; in a study that inspired our work [39], presence of at least one agreeable subject in a dyad resulted with mutual stronger feelings of rapport, and furthermore, extraverted subjects perceived the interaction as more enjoyable. In a previous study on human-agent interaction [2], agreeable subjects reported strong rapport with the Rapport agent. Related to this finding, our result suggests how human agreeableness plays a key role in self-perception of rapport while communicating with different virtual agents. Among social cues correlated to self-reported rapport, paralinguistic cues and turn-taking are found to be the most significant for both scenarios. Several significant visual cues are only inspected for agent Poppy. Some of those are related to psychological literature, such as back leans, which are indicators of lack of interest. Related to visual cue scarcity, it is important to note that, due to limited resources, subjects are assigned to the same experimental conditions, in which they first interacted with Obadiah and then with Poppy. This introduces a potential bias in the self-reported rapport with Poppy. Moreover, the unfamiliarity of subjects with the experiment when encountering Obadiah could also be the reason of high discrepancies between social cues correlating to the self-reported rapport with the two agents.

In the rapport prediction task the best results for all measures are obtained when social cues and personality traits are used together as input features for machine learning models. Best classification models have accuracy higher than 80%. Among these input features, several are computed from data gathered from low-cost markerless motion capture system (MS Kinect v1.8). More specifically, we used the MS Kinect upper body and face tracking information to build body lean and head direction classifiers, which yielded good and modest results respectively. Based on depth data, we have also proposed depth wMEI images, which are spatial motion images [30] extended with 3D information. Depth wMEI information was found to be
significant for the judged rapport.

There are several implications for future work. First, our rapport models are based on the whole interaction sequence: each of our features is extracted to summarize the overall interaction. Recent advances on multimodal fusion utilize sophisticated models that grasp the temporal dynamics, such as augmented conditional random fields (CRFs) [50], or temporal deep networks [51]. These models are trained on per-frame level, so the next step would be to address a methodology that is able to provide rapport labels on per-frame basis. Besides, temporal information about rapport and social cues can also be used to explore causality between those two variables. Second, despite the modest agreement between the crowdsourcing coders, rapport annotations obtained by non-experts have to be validated by hiring professional annotators. Finally, with regards to vision-based social cues, eye gazing is rather neglected. Head direction classifier built upon Kinect facial tracker did not yield any significant features, however, advances on eye gazing with depth data [52] suggest that eye patterns of our subjects can be estimated and integrated in prediction models.

To conclude, we hope that this study can generate research in somewhat two distinct areas. First, a variety of social cues can be explored for automatic communication analysis, such as for prediction of affect or depression labeled in the AVEC 2013 dataset [53]. Second, in addition to questionnaires and interviews, researchers working on agent evaluation studies can also explore potentials of automatic measurements.
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