Abstract—This paper addresses the problem of keyword extraction from conversations, with the goal of using these keywords to retrieve, for each short conversation fragment, a small number of potentially relevant documents, which can be recommended to participants. However, even a short fragment contains a variety of words, which are potentially related to several topics; moreover, using an automatic speech recognition (ASR) system introduces errors among them. Therefore, it is difficult to infer precisely the information needs of the conversation participants. We first propose an algorithm to extract keywords from the output of an ASR system (or a manual transcript for testing), which makes use of topic modeling techniques and of a submodular reward function which favors diversity in the keyword set, to match the potential diversity of topics and reduce ASR noise. Then, we propose a method to derive multiple topicality-segregated queries from this keyword set, in order to maximize the chances of making at least one relevant recommendation when using these queries to search over the English Wikipedia. The proposed methods are evaluated in terms of relevance with respect to conversation fragments from the Fisher, AMI, and ELEA conversational corpora, rated by several human judges. The scores show that our proposal improves over previous methods that consider only word frequency or topic similarity, and represents a promising solution for a document recommender system to be used in conversations.
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I. INTRODUCTION

HUMANS are surrounded by an unprecedented wealth of information, available as documents, databases, or multimedia resources. Access to this information is conditioned by the availability of suitable search engines, but even when these are available, users often do not initiate a search, because their current activity does not allow them to do so, or because they are not aware that relevant information is available. We adopt in this paper the perspective of just-in-time retrieval, which answers this shortcoming by spontaneously recommending documents that are related to users’ current activities. When these activities are mainly conversational, for instance when users participate in a meeting, their information needs can be modeled as implicit queries that are constructed in the background from the pronounced words, obtained through real-time automatic speech recognition (ASR). These implicit queries are used to retrieve and recommend documents from the Web or a local repository, which users can choose to inspect in more detail if they find them interesting.

The focus of this paper is on formulating implicit queries to a just-in-time-retrieval system for use in meeting rooms. In contrast to explicit spoken queries that can be made in commercial Web search engines, our just-in-time-retrieval system must construct implicit queries from conversational input, which contains a much larger number of words than a query. For instance, in the example discussed in Section V-B4 below, in which four people put together a list of items to help them survive in the mountains, a short fragment of 120 seconds contains about 250 words, pertaining to a variety of domains, such as ‘chocolate’, ‘pistol’, or ‘lighter’. What would then be the most helpful 3–5 Wikipedia pages to recommend, and how would a system determine them?

Given the potential multiplicity of topics, reinforced by potential ASR errors or speech disfluencies (such as ‘whisk’ in this example), our goal is to maintain multiple hypotheses about users’ information needs, and to present a small sample of recommendations based on the most likely ones. Therefore, we aim at extracting a relevant and diverse set of keywords, cluster them into topic-specific queries ranked by importance, and present users a sample of results from these queries. The topic-based clustering decreases the chances of including ASR errors into the queries, and the diversity of keywords increases the chances that at least one of the recommended documents answers a need for information, or can lead to a useful document when following its hyperlinks. For instance, while a method based on word frequency would retrieve the following Wikipedia pages: ‘Light’, ‘Lighting’, and ‘Light My Fire’ for the above-mentioned fragment, users would prefer a set such as ‘Lighter’, ‘Wool’ and ‘Chocolate’.

Relevance and diversity can be enforced at three stages: when extracting the keywords; when building one or several implicit queries; or when re-ranking their results. The first two approaches are the focus of this paper. Our recent experiments with the third one, published separately [1], show that re-ranking of the results of a single implicit query cannot improve users’ satisfaction with the recommended documents. Previous methods for formulating implicit queries from text (discussed extensively in Section II-B) rely on word frequency or TFIDF weights to rank keywords and then select the highest ranking ones [2], [3]. Other methods perform keyword extraction by using topical similarity [4]–[6], but do not set a topic diversity constraint.

In this paper, we introduce a novel keyword extraction technique from ASR output, which maximizes the coverage of
potential information needs of users and reduces the number of irrelevant words. Once a set of keywords is extracted, it is clustered in order to build several topically-separated queries, which are run independently, offering better precision than a larger, topically-mixed query. Results are finally merged into a ranked set before showing them as recommendations to users.

The paper is organized as follows. In Section II-A we review existing just-in-time-retrieval systems and the policies they use for query formulation. In Section II-B we discuss previous methods for keyword extraction. In Section III we describe the proposed technique for implicit query formulation, which relies on a novel topic-aware diverse keyword extraction algorithm (III-A) and a topic-aware clustering method (III-B). Section IV introduces the data and our method for comparing the relevance of sets of keywords or recommended documents using crowdsourcing. In Section V we present and discuss the experimental results on keyword extraction and document recommendation. We also exemplify the results on one conversation fragment given in Appendix A.

II. STATE OF THE ART: JUST-IN-TIME RETRIEVAL AND KEYWORD EXTRACTION

Just-in-time retrieval systems have the potential to bring a radical change in the process of query-based information retrieval. Such systems continuously monitor users’ activities to detect information needs, and pro-actively retrieve relevant information. To achieve this, the systems generally extract implicit queries (not shown to users) from the words that are written or spoken by users during their activities. In this section, we review existing just-in-time-retrieval systems and methods used by them for query formulation. In particular, we will introduce our Automatic Content Linking Device (ACLD) [7], [8], a just-in-time document recommendation system for meetings, for which the methods proposed in this paper are intended. In II-B, we discuss previous keyword extraction techniques from a transcript or text.

A. Query Formulation in Just-in-Time Retrieval Systems

One of the first systems for document recommendation, referred to as query-free search, was the Fixit system [9], an assistant to an expert diagnostic system for the products of a specific company (fax machines and copiers). Fixit monitored the state of the user’s interaction with the diagnostic system, in terms of the positions in a belief network built from the relations among symptoms and faults, and ran background searches on a database of maintenance manuals to provide additional support information related to the current state.

The Remembrance Agent [10], [11], another early just-in-time retrieval system, is closer in concept to the system considered in this paper. The Remembrance Agent was integrated into the Emacs text editor, and ran searches at regular time intervals (every few seconds) using a query that was based on the latest words typed by the user, for instance using a buffer of 20–500 words ranked by frequency. The Remembrance Agent was extended to a multimodal context under the name of Jimminy, a wearable assistant that helped users with taking notes and accessing information when they could not use a standard computer keyboard, e.g. while discussing with another person [12]. Using TFIDF for keyword extraction, Jimminy augmented these keywords with features from other modalities, for example the user’s position and the name of their interlocutor(s).

The Watson just-in-time-retrieval system [13] assisted users with finding relevant documents while writing or browsing the Web. Watson built a single query based on a more sophisticated mechanism than the Remembrance Agent, by taking advantage of knowledge about the structure of the written text, e.g. by emphasizing the words mentioned in the abstract or written with larger fonts, in addition to word frequency. The Implicit Queries (IQ) system [14], [15] generated context-sensitive searches by analyzing the text that a user is reading or composing. IQ automatically identified important words to use in a query using TFIDF weights. Another query-free system was designed for enriching television news with articles from the Web [16]. Similarly to IQ or Watson, queries were constructed from the ASR using several variants of TFIDF weighting, and considering also the previous queries made by the user.

Other real-time assistants are conversational: they interact with users to answer their explicit information needs or to provide recommendations based on their conversation. For instance, Ada and Grace1 are twin virtual museum guides [17], which interact with visitors to answer their questions, suggest exhibits, or explain the technology that makes them work. A collaborative tourist information retrieval system [18], [19] interacts with tourists to provide travel information such as weather conditions, attractive sites, holidays, and transportation, in order to improve their travel plans. MindMeld2 is a commercial voice assistant for mobile devices such as tablets, which listens to conversations between people, and shows related information from a number of Web-based information sources, such as local directories. MindMeld improves the retrieval results by adding the users’ location information to the keywords of conversation obtained using an ASR system. As far as is known, the system uses state-of-the-art method for language analysis and information retrieval [20].

In collaboration with other researchers, we have designed the Automatic Content Linking Device (ACLD) [7], [8] which is a just-in-time retrieval system for conversational environments, especially intended to be used jointly by a small group of people in a meeting. The system constantly listens to the meeting and prepares implicit queries from words recognized through ASR. A selection of the retrieved documents is recommended to users. Before the solutions proposed in this paper, the ACLD modeled users’ information needs as a set of keywords extracted at regular time intervals, by matching the ASR against a list of keywords fixed before the meeting. We showed that this method outperforms the use of the entire set of words from a conversation fragment as an implicit query [21]. Moreover, experiments with the use of semantic similarity between a conversation fragment and documents as a criterion for recommendation have shown that, although this improves

1See http://ict.usc.edu/prototypes/museum-guides/.
relevance, its high computation cost makes it impractical for just-in-time retrieval from a large repository [22, 4.12].

These findings motivated us to design an innovative keyword extraction method for modeling users’ information needs from conversations. As mentioned in the introduction, since even short conversation fragments include words potentially pertaining to several topics, and the ASR transcript adds additional ambiguities, a poor keyword selection method leads to non-informative queries, which often fail to capture users’ information needs, thus leading to low recommendation relevance and user satisfaction. The keyword extraction method proposed here accounts for a diversity of hypothesized topics in a discussion, and is accompanied by a clustering technique that formulates several topically-separated queries.

B. Keyword Extraction Methods

Numerous methods have been proposed to automatically extract keywords from a text, and are applicable also to transcribed conversations. The earliest techniques have used word frequencies [2] and TFIDF values [3], [23] to rank words for extraction. Alternatively, words have been ranked by counting pairwise word co-occurrence frequencies [24]. These approaches do not consider word meaning, so they may ignore low-frequency words which together indicate a highly-salient topic. For instance, the words ‘car’, ‘wheel’, ‘seat’, and ‘passenger’ occurring together indicate that automobiles are a salient topic even if each word is not itself frequent [25].

To improve over frequency-based methods, several ways to use lexical semantic information have been proposed. Semantic relations between words can be obtained from a manually-constructed thesaurus such as WordNet, or from Wikipedia, or from an automatically-built thesaurus using latent topic modeling techniques such as LSA, PLSA, or LDA. For instance, keyword extraction has used the frequency of all words belonging to the same WordNet concept set [4], while the Wikifier system [5] relied on Wikipedia links to compute another substitute to word frequency. Hazen also applied topic modeling techniques to audio files [26]. In another study, he used PLSA to build a thesaurus, which was then used to rank the words of a conversation transcript with respect to each topic using a weighted point-wise mutual information scoring function [27]. Moreover, Harwath and Hazen utilized PLSA to represent the topics of a transcribed conversation, and then ranked words in the transcript based on topical similarity to the topics found in the conversation [6]. Similarly, Harwath et al. extracted the keywords or key phrases of an audio file by directly applying PLSA on the links among audio frames obtained using segmental dynamic time warping, and then using mutual information measure for ranking the key concepts in the form of audio file snippets [28]. A semi-supervised latent concept classification algorithm was presented by Celikyilmaz and Hakkani-Tur using LDA topic modeling for multi-document information extraction [29].

To consider dependencies among selected words, word co-occurrence has been combined with PageRank [30], and additionally with WordNet [31], or with topical information [32]. For instance, Riedhammer et al. considered the dependencies among surrounding words by merging n-gram information obtained from WordNet with word frequency, in order to extract keywords from a meeting transcript [33]. To reduce the effect of noise in the meeting environments, this method removed all n-grams which appear only once or are represented by longer n-grams with the same frequencies. However, as shown empirically in [30], [32] such approaches have difficulties modeling long-range dependencies between words related to the same topic. In another study, part-of-speech information and word clustering techniques were used for keyword extraction [34], while later this information was added to TFIDF so as to consider both word dependency and semantic information [35]. In a recent paper, a word clustering technique was introduced by [36] based on the word2vec vector space representation of a word in which the dependencies between each word and its surrounding words are modeled using a neural network language model [37], [38]. However, although they considered topical similarity and dependency among words, the above methods did not explicitly reward diversity and therefore might miss secondary topics in a conversation fragment.

Supervised machine learning methods have been used to learn models for extracting keywords. This approach was first introduced by Turney [39], who combined heuristic rules with a genetic algorithm. Other learning algorithms such as Naive Bayes [40], Bagging [41], or Conditional Random Fields [42] have been used to improve accuracy. These approaches, however, rely on the availability of in-domain training data, and the objective functions they use for learning do not consider the diversity of keywords.

III. FORMULATION OF IMPLICIT QUERIES FROM CONVERSATIONS

We propose a two-stage approach to the formulation of implicit queries. The first stage is the extraction of keywords from the transcript of a conversation fragment for which documents must be recommended, as provided by an ASR system (Subsection III-A). These keywords should cover as much as possible the topics detected in the conversation, and if possible avoid words that are obviously ASR mistakes. The second stage is the clustering of the keyword set in the form of several topically-disjoint queries (Subsection III-B).

A. Diverse Keyword Extraction

We propose to take advantage of topic modeling techniques to build a topical representation of a conversation fragment, and then select content words as keywords by using topical similarity, while also rewarding the coverage of a diverse range of topics, inspired by recent summarization methods [43], [44]. The benefit of diverse keyword extraction is that the coverage of the main topics of the conversation fragment is maximized. Moreover, in order to cover more topics, the proposed algorithm will select a smaller number of keywords from each topic. This is desirable for two reasons. First, as we will see in Section III-B on keyword clustering, this will lead to more dissimilar implicit queries, thus increasing the variety of retrieved documents. Second, if words which are in reality ASR noise can create a main topic in the fragment,
then the algorithm will choose a smaller number of these noisy keywords compared to algorithms which ignore diversity.

The proposed method for diverse keyword extraction proceeds in three steps, represented schematically in Figure 1 (a first version of this method appeared in [45]). First, a topic model is used to represent the distribution of the abstract topic \( z \) for each word \( w \) noted \( p(z|w) \) as depicted in Figure 1. The abstract topics are not pre-defined manually but are represented by latent variables using a generative topic modeling technique. These topics occur in a collection of documents – preferably, one that is representative of the domain of the conversations. Second, these topic models are used to determine weights for the abstract topics in each conversation fragment represented by \( \beta_z \). These steps are described in Section III-A1. Finally, the keyword list \( W = \{ w_1, \ldots, w_k \} \) which covers a maximum number of the most important topics are selected by rewarding diversity, using an original algorithm introduced in this sections.

\[
\beta_z = \frac{1}{N} \sum_{1 \leq i \leq N} p(z|w_i)
\]  

\[
R(S) = \sum_{z \in Z} \beta_z \cdot r^\lambda_{S,z}
\]

1) **Modeling Topics in Conversations:** Topic models such as Probabilistic Latent Semantic Analysis (PLSA) or Latent Dirichlet Allocation (LDA) [46] can be used as off-line topic modeling techniques to determine the distribution over the topic \( z \) of each word \( w \), noted \( p(z|w) \), from a large amount of training documents. LDA implemented in the Mallet toolkit [47] is used in this paper because it does not suffer from the overfitting issue of PLSA, as discussed in [46].

When a conversation fragment is considered for keyword extraction, its topics are weighted, each by \( \beta_z \) which is obtained by averaging over all probabilities \( p(z|w_i) \) of the \( N \) words \( w_i \) spoken in the fragment.

2) **Diverse Keyword Extraction Problem:** The goal of the keyword extraction technique with maximal topic coverage is formulated as follows. If a conversation fragment \( t \) mentions a set of topics \( Z \), and each word \( w \) from the fragment \( t \) can evoke a subset of the topics in \( Z \), then the goal is to find a subset of \( k \) unique words \( S \subseteq t \), with \( |S| = k \), which maximizes the number of covered topics.

This problem is an instance of the maximum coverage problem, which is known to be \( NP \)-hard. If the coverage function is submodular and monotone nondecreasing\(^3\), a greedy algorithm can find an approximate solution guaranteed to be within \((1-\frac{1}{e}) = 0.63\) of the optimal solution in polynomial time [48].

To achieve our goal, we define the contribution of a topic \( z \) with respect to each set of words \( S \subseteq t \) of size \( k \) by summing over all probabilities \( p(z|w) \) of the words in the set. Afterward, we propose a reward function, for each set \( S \) and topic \( z \), to model the contribution of the set \( S \) to the topic \( z \). Finally, we select one of the sets \( S \subseteq t \) which maximizes the cumulative reward values over all the topics. The whole procedure is formalized below.

\[
r_{S,z} = \sum_{w \in S} p(z|w)
\]

We propose the following reward function for each topic, where \( \beta_z \) represents the weight of topic \( z \) over all the words of the fragment to assign a higher weight to topics with higher value and \( \lambda \) is a parameter between 0 and 1. This is a submodular function with diminishing returns when \( r_{S,z} \) increases, as proved in Appendix B.

\[
f : r_{S,z} \rightarrow \beta_z \cdot r^\lambda_{S,z}
\]

Finally, the keyword set \( S \subseteq t \), is chosen by maximizing the cumulative reward function over all the topics, formulated as follows:

\[
R(S) = \sum_{z \in Z} \beta_z \cdot r^\lambda_{S,z}
\]

In this equation, if candidate keywords which are in fact ASR errors (insertions or substitutions) are associated with topics with lower \( \beta_z \), as is most often the case, the probability of their selection by the algorithm will reduced, because their contribution to the reward will be small.

Since the class of submodular functions is closed under non-negative linear combinations [48], \( R(S) \) is a monotone non-decreasing submodular function. If \( \lambda = 1 \), the reward function is linear and only measures the topical similarity of words with the main topics of \( t \). However, when \( 0 < \lambda < 1 \), as

\(^3\)A function \( F \) is submodular if \( \forall A \subseteq B \subseteq T \setminus t \), \( F(A+t) - F(A) \geq F(B+t) - F(B) \) (diminishing returns) and is monotone nondecreasing if \( \forall A \subseteq B \), \( F(A) \leq F(B) \).
soon as a word is selected from a topic, other words from the same topic start having diminishing gains as candidates for selection. Therefore, decreasing the value of $\lambda$ increases the diversity constraint, which increases the chance of selecting keywords from secondary topics. As these words may reduce the overall relevance of the keyword set, it is essential to find a value of the hyper-parameter $\lambda$ which leads to the desired balance between relevance and diversity in the keyword set.

According to a different perspective, the definition of $R(S)$ in Equation 4 can be seen as the dot product in the topic space between the weights $\beta_z$ obtained from the topic probabilities given the fragment $t$ and the reward function over the sum of topic probabilities $r_{h,z}^t$ with a scaling exponent $\lambda$ and identical coefficients over all topics. However, despite what this apparent similarity suggests, the use of cosine similarity for $R(S)$ would not lead to an appropriate definition because it would not provide a monotone non-decreasing submodular function. Indeed, if vector length normalization is introduced in $R(S)$, for cosine similarity, then we can show that $R(S)$ is no longer monotone submodular, e.g. on the second example in the following subsection.

4) Examples: We will illustrate the motivation for our definition of $R(S)$ on the following example. Let us consider a situation with four words $w_1, w_2, w_3, w_4$. The goal is to select two of them as keywords which cover the main topics presented by these four words. Suppose that each word can be related to two topics $z_1$ and $z_2$. The probability of topic $z_1$ for words $w_1$ and $w_2$ is 1, and for words $w_3$ and $w_4$ it is zero, and vice versa for topic $z_2$. Therefore, $\beta_{z_1} = \beta_{z_2} = 0.5$. For two sample sets $S_1 = \{w_1, w_2\}$ and $S_2 = \{w_1, w_3\}$ the cumulative rewards are respectively $R(S_1) = 0.5 \cdot (1 + 1)^{\lambda} + 0.5 \cdot 1^{\lambda}$ and $R(S_2) = 0.5 \cdot 1^{\lambda} + 0.5 \cdot 1^{\lambda}$. Since $R(S_1) \leq R(S_2)$ for $0 < \lambda < 1$, the keyword set $S_2$ which covers two main topics is selected. If $\lambda = 1$ then the cumulative reward for the two sets $S_1$ and $S_2$ is equal, which does not guarantee to select the set which covers both topics.

The example above has the desirable values of $R(S)$ regardless of whether the dot product or the cosine similarity are used for the definition of $R(S)$ in Equation 4. However, this is not always the case. In the example shown in Table I (to which we will refer again below), if we consider $A = \{w_5\}$, $B = \{w_3, w_5\}$ and $\lambda = 0.75$, then $A \subset B$ but $R(A) = 0.76 > R(B) = 0.70$ if cosine similarity is used, hence this version of $R(S)$ would not be monotone non-decreasing. If we add word $w_4$ to both keyword sets $A$ and $B$, then $R(A \cup \{w_4\}) - R(A) = 0.02 < R(B \cup \{w_4\}) - R(B) = 0.09$, hence $R(S)$ would neither have the diminishing returns property, if cosine similarity was used.

5) Comparison with the Function Used for Summarization: We are inspired by recent work on extractive summarization methods [43] [44], to define a monotone submodular function for keyword extraction which maximizes the number of covered topics. This work proposed a square root function as a reward function for the selection of sentences, to cover the maximum number of concepts of a given document. Note that in their work, this function rewards diversity by increasing the gain of selecting a sentence including a concept that was not yet covered by a previously selected sentence. However, we propose a reward function for diverse selection of keywords as a power function with a scaling exponent between 0 and 1, and a coefficient corresponding to the weight of each topic conveyed in the fragment. Therefore, we generalize the square root function and the constant coefficient equal to one for all concepts which is proposed by [43] and [44].

In our reward function, the scaling exponent between 0 and 1 applies diversity by decreasing the reward of keyword selection from a topic when the number of keywords representing that topic increases, and increasing the reward of selecting keywords from the topics which are not covered yet. In contrast to the summarization techniques proposed by [43] [44] which add a separate term for considering the relevance and the coverage of the main concepts of the given text by summary sentences, we used a coefficient corresponding to the weight of topics conveyed in the fragment.

6) Finding the Optimal Keyword Set: To maximize $R(S)$ in polynomial time under the cardinality constraint of $|S| = k$ we present a greedy algorithm shown as Algorithm 1. In the first step of the algorithm, $S$ is empty. At each step, the algorithm selects one of the unselected words from the conversation fragment $w \in t \setminus S$ which has the maximum similarity to the main topics of the conversation fragment and also maximizes the coverage of the topics with respect to the previously selected keywords in $S$. This is as $h(w, S) = \sum_{z \in Z} \beta_z [p(z|w) + r_{S,z}]^\lambda$, where $p(z|w)$ is the contribution to topic $z$ by word $w \in t \setminus S$ which is added to the contribution of the topic $z$ in the set $S$. The algorithm updates the set $S$ by adding one of the words $w \in t \setminus S$ to the set $S$ which maximizes $h(w, S)$. This procedure continues until reaching $k$ keywords from the fragment $t$.

7) Illustration of the Greedy Algorithm: We will exemplify the mechanism of the proposed algorithm using a simple example. Let us consider a conversation fragment with five words, each represented by four topics. The distributions of topics for each word are given in Table I. The topics are thus defined by adding one of the $\beta_z$ for each word to the set $S$. Then, we apply the function $R(S)$ to each possible set $S$, and select the set which maximizes $R(S)$. The results are shown in Table II. In the first step of the algorithm, $w_1$ (the best representative of topic $z_1$) is

<table>
<thead>
<tr>
<th>Input</th>
<th>a given text $t$, a set of topics $Z$, the number of keywords $k$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Output</td>
<td>a set of keywords $S$</td>
</tr>
<tr>
<td>$S \leftarrow \emptyset$;</td>
<td></td>
</tr>
<tr>
<td>while $</td>
<td>S</td>
</tr>
<tr>
<td>$S \leftarrow S \cup {\arg \max_{w \in t \setminus S} h(w, S)}$</td>
<td></td>
</tr>
<tr>
<td>$h(w, S) = \sum_{z \in Z} \beta_z [p(z</td>
<td>w) + r_{S,z}]^\lambda$</td>
</tr>
<tr>
<td>end</td>
<td></td>
</tr>
<tr>
<td>return $S$;</td>
<td></td>
</tr>
</tbody>
</table>

**Algorithm 1:** Diverse keyword extraction.
added to the set $S$ for both values of $\lambda$. In the second step, the $h(w, \{w_1\})$ values are computed for the remaining unselected words, and both $\lambda$ values, as shown in Table II. According to these values, $\lambda = 1$ selects $w_2$ as the second word from the topic $z_1$. However, $\lambda = .75$ selects $w_5$ as the second keyword (the best representative of topic $z_1$), the second main topic of the conversation fragment, because it rewards topical diversity in the keyword set.

### Table II. The $h(w, S)$ Values Calculated Using Algorithm 1 to Select Two Keywords out of 5 Words for $\lambda = .75$ and 1.

| Words | $p(z_1|w)$ | $p(z_1|w_2)$ | $p(z_1|w_3)$ | $p(z_1|w_4)$ | $p(z_1|w_5)$ |
|-------|------------|------------|------------|------------|------------|
| $w_1$ | 1.00       | 0.00       | 0.00       | 0.00       | 0.00       |
| $w_2$ | 0.90       | 0.00       | 0.10       | 0.00       | 0.00       |
| $w_3$ | 0.00       | 0.00       | 0.20       | 0.80       | 0.80       |
| $w_4$ | 0.10       | 0.10       | 0.00       | 0.00       | 0.00       |
| $w_5$ | 0.10       | 0.10       | 0.00       | 0.00       | 0.80       |

### B. Keyword Clustering

The diverse set of extracted keywords is considered to represent the possible information needs of the participants to a conversation, in terms of the notions and topics that are mentioned in the conversation. To maintain the diversity of topics embodied in the keyword set, and to reduce the noisy effect of each information need on the others, this set must be split into several topically-disjoint subsets. Each subset corresponds to an implicit query that will be sent to a document retrieval system. These subsets are obtained by clustering topically-similar keywords, as follows.

Clusters of keywords are built by ranking keywords for each main topic of the fragment. The keywords are ordered for each topic by decreasing values of $\beta_z \cdot p(z|w)$. Moreover, in each cluster, only the keywords with a $\beta_z \cdot p(z|w)$ value higher than a threshold (0.01 in the current setting) are kept for each topic $z$. Note that a given keyword can appear in more than one cluster. Following this ordering criterion, keywords with high value of $p(z|w)$ (i.e. more representative of the topic) will be ranked higher in the clusters of topic $z$ and these keywords will be selected from the topics with high value of $\beta_z$. Afterward, clusters themselves are ranked based on their $\beta_z$ values.

### C. From Keywords to Document Recommendations

As a first idea, one implicit query can be prepared for each conversation fragment by using as a query all keywords selected by the diverse keyword extraction technique. However, to improve the retrieval results, multiple implicit queries can be formulated for each conversation fragment, with the keywords of each cluster from the previous section, ordered as above (because the search engine used in our system is not sensitive to word order in queries).

In experiments with only one implicit query per conversation fragment, the document results corresponding to each conversation fragment were prepared by selecting the first $d$ document retrieval results of the implicit query.

In the experiments below with multiple implicit queries, the recommendation lists were prepared by selecting the first document retrieval results of each implicit query and then ranking documents based on the topical similarity of their corresponding queries to the conversation fragment. This is a baseline algorithm, but we describe an improved ranking method in [1].

### IV. Data and Evaluation Methods

Our proposals were tested on three conversational corpora, the Fisher Corpus [49], the AMI Meeting Corpus [50], and the ELEA Corpus [51]. The relevance of the keywords was assessed by designing a comparison task and averaging several judgments obtained by crowdsourcing this task through the Amazon Mechanical Turk (AMT) platform. In addition, the $\alpha$-NDCG measure [52] was used to measure topic diversity in the list of keywords. Afterward, the quality of implicit queries was assessed by estimating (again with human judges recruited via AMT) the relevance of the documents that were retrieved when submitting these queries to the Lucene search engine over the English Wikipedia and merging the results as explained above. Here, the conversational data came only from the ELEA Corpus, which offers clearer criteria for assessing the relevance of recommendations than the Fisher and AMI Corpora. We now describe the three corpora and the data extracted from them, as well as the evaluation methods for each task.

### A. Conversational Corpora Used for Experiments

The Fisher Corpus [49] contains about 11,000 topic-labeled telephone conversations, on 40 pre-selected topics (one per conversation). In our experiments, we used the manual reference transcripts available with the corpus. We created a topic model using the Mallet [47] implementation of LDA, over two thirds of the Fisher Corpus, given the sufficient number of single-topic documents, fixing the number of abstract topics at 40. The remaining data was used to build 11 artificial conversation fragments (1-2 minutes long) for testing, by concatenating 11 times three fragments about three different topics.

The AMI Meeting Corpus [50] contains conversations on designing remote controls, in series of four scenario-based meetings each, for a total of 171 meetings. Speakers were not constrained to talk about a single topic throughout a meeting, hence these transcripts are multi-topic. Since the number of meetings in the AMI Corpus is not large enough for building topic models with LDA, we used a subset of the English Wikipedia with 124,684 articles. Following several previous studies [53], [54], we fixed the number of topics at 100.

---

2The annotation of “episodes” that is provided with the AMI Corpus considers goal-based rather than topic-based episodes which are not usable here.
We selected for testing 8 conversation fragments, each 2-3 minutes long, from the AMI Corpus. We used both manual and ASR transcripts of these fragments. The ASR transcripts were generated by the AMI real-time ASR system for meetings [55], with an average word error rate (WER) of 36%.

In addition, for experimenting with a variable range of WER values, we applied to the AMI manual transcripts simulated ASR noise (deletion, insertion and substitution). Namely, we randomly deleted words, or added new words, or substituted words by other words, in a systematic manner, i.e. all occurrences of a given word type were altered. We randomly selected the word types to be deleted or substituted, as well as the words to be inserted (from the vocabulary of the English Wikipedia), using a variable percentage of noise from 5% to 50%. This simulation technique is actually more challenging to our application than actual ASR errors, which are not created randomly, and tend to spare long content words because they have fewer homophones.

The ELEA Corpus (Emergent LEdge Analysis) [51] consists of approximately ten hours of recorded and transcribed meetings, in English and French. Each meeting is a role play game in which participants are supposed to be survivors of an airplane crash, and must rank a list of 12 items with respect to their utility for surviving in the mountain until they are rescued. In our experiments, we considered 5 conversations in English, of about 15 minutes each, and divided their transcripts into 35 segments, of about two minutes each. Similarly to the AMI Corpus, the transcripts in the ELEA Corpus were not sufficient for topic modeling. Therefore, the same subset of the English Wikipedia as for the AMI Corpus was utilized to learn topic models.

B. Evaluation Protocol and Metrics

We designed comparison tasks to evaluate the relevance of extracted keywords and of recommended documents with respect to each conversation fragment. For the former evaluation, we compared the relevance (or representativeness) of two lists of keywords extracted from the same conversation fragment by two different extraction methods. We displayed the transcript of the fragment to a human subject in a web browser, followed below it by several control questions about its content, and then by two lists of keywords (typically, nine keywords in our experiments). To improve readability, the keyword lists were presented using a word cloud representation generated by the Wordle™ tool⁵, in which the words ranked higher are emphasized in the cloud. The subjects had to read the conversation transcript, answer the control questions, and then decide which keyword cloud better represented the content of the conversation fragment. The task is exemplified in Figure 2, without the control questions or the conversation transcript. A similar method was applied to compare recommended documents, except that two lists of retrieved documents (typically, with seven items each) are shown instead of word clouds, and their potential utility as recommendations to the conversation participants is compared.

In both cases, comparative judgments were integrated over a large number of subjects and conversation fragments. To this end, the tasks were crowdsourced via Amazon’s Mechanical Turk as “human intelligence tasks” or HITs. For each comparison task we recruited ten workers completing several HITs in a row, though with a limit to avoid fatigue. The average time spent per HIT was about 2.5 minutes. For qualification control, we only accepted workers with greater than 95% approval rate (i.e. 95% of the worker’s submitted HITs) and with more than 1000 approved HITs. We only kept answers from the workers who answered correctly our control questions about each HIT.

Results obtained on the eight manual transcripts of the conversation fragments of the AMI Corpus (noted A–H) are shown in Table III, for the comparison of our proposal for keyword extraction (noted D(_0.75) as explained in V-A) with a method using only topic similarity (noted TS). The ten subjects could choose between the four comparative answers presented in Figure 2, which amount to: ‘X better than Y’, ‘Y better than X’, ‘both good’, or ‘both bad’. No answers were rejected for these HITs. The total counts for each answer and each HIT from Table III indicate that subjects agreed strongly on certain answers to some HITs (e.g. C, D, H) but disagreed on others (mainly A). The challenge is therefore to compute a reliable

Fig. 2. Example of an evaluation task based on an AMI discussion about the impact of the features of a remote control on its sales. The word clouds were of the fragment to a human subject in a web browser, followed by two different extraction methods. We displayed the transcript of keywords extracted from the same conversation fragment by comparing the relevance (or representativeness) of two lists. The latter over-represents the topic ‘color’ by selecting three words related to it, but misses other topics such as ‘remote control’, ‘losing a device’ and ‘buying a device’ which are also representative of the fragment.

Please select one of the following options:
1. Image (a) represents the conversation fragment better than (b).
2. Image (b) represents the conversation fragment better than (a).
3. Both (a) and (b) offer a good representation of the conversation.
4. None of (a) and (b) offer a good representation of the conversation.

We designed comparison tasks to evaluate the relevance of extracted keywords and of recommended documents with respect to each conversation fragment. The ASR transcripts of these fragments were presented using a word cloud representation generated by the Wordle™ tool⁵, in which the words ranked higher are emphasized in the cloud. The subjects had to read the conversation transcript, answer the control questions, and then decide which keyword cloud better represented the content of the conversation fragment. The task is exemplified in Figure 2, without the control questions or the conversation transcript. A similar method was applied to compare recommended documents, except that two lists of retrieved documents (typically, with seven items each) are shown instead of word clouds, and their potential utility as recommendations to the conversation participants is compared.

In both cases, comparative judgments were integrated over a large number of subjects and conversation fragments. To this end, the tasks were crowdsourced via Amazon’s Mechanical Turk as “human intelligence tasks” or HITs. For each comparison task we recruited ten workers completing several HITs in a row, though with a limit to avoid fatigue. The average time spent per HIT was about 2.5 minutes. For qualification control, we only accepted workers with greater than 95% approval rate (i.e. 95% of the worker’s submitted HITs for previous tasks had been approved by their requesters) and with more than 1000 approved HITs. We only kept answers from the workers who answered correctly our control questions about each HIT.

Results obtained on the eight manual transcripts of the conversation fragments of the AMI Corpus (noted A–H) are shown in Table III, for the comparison of our proposal for keyword extraction (noted D(_0.75) as explained in V-A) with a method using only topic similarity (noted TS). The ten subjects could choose between the four comparative answers presented in Figure 2, which amount to: ‘X better than Y’, ‘Y better than X’, ‘both good’, or ‘both bad’. No answers were rejected for these HITs. The total counts for each answer and each HIT from Table III indicate that subjects agreed strongly on certain answers to some HITs (e.g. C, D, H) but disagreed on others (mainly A). The challenge is therefore to compute a reliable

⁵(http://www.wordle.net)
comparative score for two methods from such counts.

<table>
<thead>
<tr>
<th>Keywords obtained by the topical similarity method are more relevant</th>
<th>A</th>
<th>B</th>
<th>C</th>
<th>D</th>
<th>E</th>
<th>F</th>
<th>G</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Keywords extracted by the diverse technique (D(.75)) are more relevant</th>
<th>4</th>
<th>1</th>
<th>3</th>
<th>9</th>
<th>6</th>
<th>6</th>
<th>6</th>
</tr>
</thead>
<tbody>
<tr>
<td>Both keyword lists are relevant</td>
<td>2</td>
<td>5</td>
<td>1</td>
<td>0</td>
<td>2</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>Both keyword lists are irrelevant</td>
<td>0</td>
<td>3</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

We compute comparative relevance scores as follows, based on a method that we proposed in a previous paper [21] for comparing the search results of two document recommender systems for meetings. First, we apply a qualification control factor to the human judgments, reducing the number of HITs and answer lists by using a measure of the entropy of the answer distribution for each HIT. Finally, we average the results of all judgments and HITs to obtain a comparative score noted CS, for each set of answers a as shown in Eq. 5, where H is the number of HITs and X_v(h, a) is the judgment of worker v for HIT h and answer list a. When comparing two sets of answers, the sum of the two scores is 100%.

\[
CS_a = \frac{\left(\sum_{h=1}^{H}(1 - T_h)\frac{\sum_{v=1}^{V} R_v X_v(h, a)}{\sum_{v=1}^{V} R_v}\right)}{\left(\sum_{h=1}^{H}(1 - T_h)\right)} \quad (5)
\]

To evaluate the diversity of keyword sets, we use the \(\alpha\)-NDCG measure proposed for information retrieval [52], which rewards a mixture of relevance and diversity, with equal weights when \(\alpha = .5\) as set here. We only apply \(\alpha\)-NDCG to the three-topic conversation fragments of the Fisher Corpus, because this is the only dataset with explicitly marked topics. The values are computed according to Eq. 6, where DCG is obtained by Eq. 7 and DCG\(_{ideal}\) is computed by reordering words in a way that maximizes DCG values in each rank. In Eq. 7, \(T\) is the number of mono-topic dialogues included in the conversation, \(r_{j,i-1}\) is the number of relevant words to the mono-topic dialogue \(j\) until rank \(i\), and \(J(w_i, j)\) measures the relevance of the word \(w\) in rank \(i\) to the mono-topic dialogue \(j\) according to Eq. 8. We set the relevance of a word to a conversation topic at 1 when the keyword belongs to the corresponding fragment (one keyword may be relevant to several topics) as shown in Eq. 8. A higher \(\alpha\)-NDCG value indicates that keywords from the set are more uniformly distributed across the three topics.

\[
\alpha\text{-NDCG}[k] = \frac{\text{DCG}[k]}{\text{DCG}_{ideal}} \quad (6)
\]

\[
\text{DCG}[k] = \sum_{i=1}^{k} \frac{\sum_{j=1}^{T} J(w_i, j)(1 - \alpha)^{r_{j,i-1}}}{\log(1 + i)} \quad (7)
\]

\[
J(w_i, j) = \begin{cases} 
1 & \text{if } w_i \in \text{dialogue}_j \\
0 & \text{otherwise}
\end{cases} \quad (8)
\]

V. Experimental Results

In this section, the diverse keyword extraction technique is compared with two state-of-the-art methods, showing that our proposal extracts more relevant keywords, which cover more topics, and are less likely to be ASR errors. Then, we compare the retrieval results of the implicit queries generated from these keyword lists, either applied entirely or by decomposing them into topically-separated queries, again showing that the lists generated by our method outperform existing methods.

A. Evaluation of Keyword Extraction

1) Selection of Configurations: We compare several versions of the proposed diverse keyword extraction method (keywords obtained using Algorithm 1) noted D(\(\lambda\)) for \(\lambda \in \{.5, .75, 1\}\), a method using only word frequency (noted WF, excluding stopwords), and a recent method based on topical similarity (noted TS) which does not enforce diversity [6]. In fact, D(1) coincides with TS.

The three values of \(\lambda\) are motivated as follows. As the relevance of keywords for D(5) appeared to be quite low, we did not test lower values of \(\lambda\). Similarly, we did not test additional values of \(\lambda\) between .5 and 1, apart from .75, because the resulting word lists were very similar to the tested values. This is shown in Figure 3, where we compare the keyword lists obtained with various values of \(\lambda\) above .5 with keyword lists obtained with the three tested values of \(\lambda\) (.5, .75, and 1), using the rank biased overlap (RBO) [56] as a similarity metric, based on the fraction of keywords overlapping at different ranks.

RBO is a computed similarity as follows. Let \(S\) and \(T\) be two ranked lists, and \(s_i\) be the keyword at rank \(i\) in \(S\). The set of the keywords up to rank \(d\) in \(S\) is \(\{s_i : i \leq d\}\), noted as \(S_{1:d}\). RBO is calculated as in Eq. 9, in which \(D\) is the size of the ranked lists.

\[
\text{RBO}(S, T) = \frac{1}{\sum_{d=1}^{D}(\frac{1}{2})^{d-1}} \sum_{d=1}^{D} \frac{|S_{1:d} \cap T_{1:d}|}{|S_{1:d} \cup T_{1:d}|} \quad (9)
\]

The variations of RBO across the sampled values of \(\lambda\), with respect to three main configurations of the system, show that these values can indeed be clustered into three groups: \(.5 \leq \lambda < .7\) can be clustered around \(\lambda = .5\) as a representative value: \(.7 \leq \lambda \leq .8\) can be assigned to the \(\lambda = .75\) cluster; and \(.8 < \lambda \leq 1\) can be represented by \(\lambda = 1\). Therefore, in our human evaluations, we will consider only the D(5), D(75) and D(1), and note the latter as TS.

2) Measuring Topical Diversity: First of all, we compared the four keyword extraction methods (WF, TS, D(5) and D(75)) in terms of the diversity of their results over the concatenated fragments of the Fisher Corpus, by using \(\alpha\)-NDCG (Eq. 6) to measure how evenly the extracted keywords were distributed across the three topics of each fragment. Figure 4 shows results averaged over the 11 three-topic conversation fragments of the Fisher Corpus, for various sizes of the keyword set, between 1 and 15. The average \(\alpha\)-NDCG values for D(.75) and D(5) are similar, and they are clearly higher than those for WF and TS for all ranks (except, of course,
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Table IV, separately for the manual transcripts of both Fisher and AMI corpora. Although the exact differences vary, the human judgments over both corpora indicate the following ranking: D(.75) > TS > WF > D(.5). The optimal value of \( \lambda \) is thus .75, and with this value, our diversity-aware method D(.75) extracts keyword sets that are judged to be more representative than those extracted by TS or WF. The differences between TS and WF, as well as WF and D(.5) are larger for the Fisher Corpus, likely due to the artificial fragments with three topics, but they are still visible on the natural fragments of the AMI Corpus. The low scores of D(.5) are due to the low overall relevance of keywords. In particular, the comparative relevance of D(.75) vs. D(.5) on the Fisher Corpus is very large (96% vs. 4%).

4) Measuring Noise Reduction Power: We performed binary comparisons between the keyword lists obtained by four keyword extraction methods, using crowdsourcing, over the 8 fragments from the ASR transcripts of the AMI Corpus produced by the real time ASR system. The averaged relevance values for all comparisons needed to rank these methods are shown at the bottom of Table IV. The differences between comparison values are similar for the ASR transcripts compared to the manual ones, although we notice a degradation of WF due to ASR noise. As D(.75) still outperforms TS, the ranking remains unchanged in the presence of the ASR noise: D(.75) > TS > WF > D(.5).

We have counted the number of keywords selected by each method among ASR errors, which were artificially generated as explained in Section IV-A, as in this case these words are precisely known. The average numbers of such erroneous
keywords are shown in Figure 5 for a noise level varying from 5% to 50% on the AMI Corpus. The results show that D(.75) selects a smaller number of noisy keywords compared to TS and WF. The WF method does not consider topic and only selects words with higher frequency, so it may select noisy keywords if they correspond to a systematic mistake of the ASR system. Conversely, if noisy words are located in insignificant topics, the probability of selection by both TS and D(.75) will be reduced because both select the keywords placed in the main topics. Moreover, if a systematic ASR error generates words that produce a main topic, the advantage of the D(.75) over TS is that it selects a smaller number of noisy keywords.

Fig. 5. Average number of noisy keywords chosen by the algorithms over the 8 conversation fragments of the AMI Corpus, for a varying percentage of artificial ASR noise from 5% to 50%. The best performing method is D(.75).

B. Retrieval Relevance Scores

In this section, we compare the retrieval results of queries built from keyword lists by performing again binary comparisons, using crowdsourcing to collect human judgments. Each query is passed to the Lucene search engine over the English Wikipedia articles. We consider two methods for deriving implicit queries from keyword lists, to which we refer as single query and respectively multiple queries. A single query is made by simply using the entire keyword set, while multiple queries are constructed by dividing the keyword set into multiple topically-independent sub-sets (see Section III-B) and using each sub-set as an implicit query, merging afterward the results into a unique document set (see Section III-C).

In previous versions of our system [7], we used the entire conversation fragment, minus the stopwords, as a single (long) query. We have also evaluated this approach, comparing its results with those of the keyword list based on word frequency (WF). We found that WF outperformed the use of the entire fragment, with 87% vs. 13% comparative relevance. Therefore, we will not discuss this method any further. Several previous just-in-time retrieval systems such as the Remembrance Agent also used WF rather than all words.

Firstly, we built single queries from the keyword sets provided by the D(.75), TS and WF keyword extraction methods, and compared the three resulting document sets. Secondly, we built multiple queries from the same methods and performed similar comparisons between the resulting document sets. Finally, we compared the best results of multiple queries with the best results of single queries. This procedure was used because evaluation with human subjects is time-consuming, therefore we attempted to carried out the minimal number of comparisons allowing the ordering of the methods.

1) Comparison Across Single Queries: Binary comparisons were performed between the retrieval results from single queries based on D(.75), TS, and WF over 35 fragments from the ELEA Corpus. As explained above in Section IV-B, the workers compared two document lists in terms of the relevance or utility of suggested documents to the meeting participants at the time of the corresponding fragment, represented through its transcript.

The average relevance values (for the metric described in Section IV-B) for the comparisons needed to rank the three methods are shown in Table V. The human judgments indicate the following ranking: D(.75) > WF > TS which shows the superiority of diversity-aware keyword extraction technique in terms of the relevance of the resulting document sets when these keywords are used as a single query.

2) Comparison Across Multiple Queries: Binary comparisons were then performed between the retrieval results of multiple topically-disjoint queries. Multiple queries were prepared from the keyword lists obtained from the TS and D(.75) keyword extraction methods. The two tested methods are noted CTS and CD(.75) (with ‘C’ for clusters of keywords), respectively derived from the TS and D(.75) keyword lists. Clustering the results of WF is unpractical since the method does not rely on topic modeling. Human judgments gathered over the 35 fragments from the ELEA Corpus show that CD(.75) outperforms CTS, with an averaged relevance value of 62% vs. 38% as shown in Table VI.

3) Single Queries Versus Multiple Queries: Finally, we compared single queries with multiple queries derived from the same keyword lists, namely D(.75) and TS, on the 35 fragments from the ELEA Corpus. The averaged relevance values obtained from human judgments, in Table VI, revealed that using multiple queries, for both types of keyword extraction
techniques, leads to more relevant document results compared to the single queries, i.e. CD(.75) > D(.75) and CTS > TS. For both comparisons, the averaged relevance scores vary in the same proportion, namely 65% to 35%, which also shows that the improvement brought by multiple queries has a similar order of magnitude for D(.75) and for TS.

4) Example of Document Results: To illustrate the superiority of CD(.75) over the other techniques, we consider an example from one of the conversation fragments of the ELEA Corpus, given in Appendix A. As described in Section IV, the speakers had to select a list of 12 items vital to survive in cold mountainous conditions while they waited to be rescued. The lists of keywords extracted for this fragment by D(.75), TS, and WF are shown in Table VII. As WF does not consider topical information, the keywords it selects ('lighted', 'light', and 'lighter') all revolve around the same notion.

Table VIII shows the topically-aware implicit queries prepared from the keyword lists provided by the D(.75) and TS methods (Table VII) ordered based on their importance in the fragment. The TS method starts by covering the first main topic of this fragment with the keywords ‘chocolate’, ‘cigarette’, ‘whiskey’, ‘whisk’, and ‘shortening’. Then it selects ‘shoe’ and ‘pistol’ to cover the second and third main topics respectively. However, the CD(.75) method which considers also topical diversity, first selects two keywords to cover the first main topic. Then it selects the third keyword of the first main topic only after the selection of a keyword shared by the first three main topics. Afterward, it selected the keywords ‘pistol’, ‘wool’, ‘shoe’, and ‘fire’ to respectively cover the second, third and fourth main topics of the fragment.

Finally, Table IX shows the retrieval results (five highest-ranked Wikipedia pages) obtained by WF, TS, D(.75), CTS, and CD(.75). First of all, WF recommends almost no relevant document to participants. Queries made by the diverse keyword extraction technique (D(.75)) retrieve documents which cover the largest number of topics mentioned in the conversation fragment. Moreover, multiple queries (CTS and CD(.75)) retrieve a large number of relevant documents compared to single queries (TS and D(.75)), likely because single queries do not separate the mixture of topics in the conversation, and lead to irrelevant results such as ‘Shorten’, ‘Whisk’, ‘Fly-whisk’ (found by TS) and ‘25 metre rapid fire pistol’, ‘Fire safe cigarettes’, ‘25 metre center-fire pistol’ (found by D(.75)). In addition, CD(.75) finds documents which cover more topics mentioned in the conversation fragment in comparison to CTS.

VI. Conclusion

We have considered a particular form of just-in-time retrieval systems which are intended for conversational environments, in which they recommend to users documents that are relevant to their information needs. We focused on modeling the users’ information needs by deriving implicit queries from short conversation fragments. These queries are based on sets of keywords extracted from the conversation. We have proposed a novel diverse keyword extraction technique which covers the maximal number of important topics in a fragment. Then, to reduce the noisy effect on queries of the mixture of topics in a keyword set, we proposed a clustering technique to divide the set of keywords into smaller topically-independent subsets constituting implicit queries.

We compared the diverse keyword extraction technique with existing methods, based on word frequency or topical similarity, in terms of the representativeness of the keywords and the relevance of retrieved documents. These were judged by human raters recruited via the Amazon Mechanical Turk crowdsourcing platform. The experiments showed that the diverse keyword extraction method provides on average the most representative keyword sets, with the highest α-NDCG value, and leading – through multiple topically-separated implicit queries – to the most relevant lists of recommended documents. Therefore, enforcing both relevance and diversity brings an effective improvement to keyword extraction and document retrieval.
retrieval. The keyword extraction method could be improved by considering n-grams of words in addition to individual words only, but this requires some adaptation of the entire processing chain.

Our current goals are to process also explicit queries, and to rank document results with the objective of maximizing the coverage of all the information needs, while minimizing redundancy in a short list of documents. Integrating these techniques in a working prototype should help users to find valuable documents immediately and effortlessly, without interrupting the conversation flow, thus ensuring the usability of our system. In the future, this will be tested with human users of the system within real-life meetings.
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### Appendix A

**CONVERSATION FRAGMENT FROM THE ELEA CORPUS**

The following transcript of a four-party conversation (speakers A–D) was submitted to the document recommendation system. The keyword lists, queries and document retrieved are respectively shown in Tables VII, VIII, and IX. A: that should be almost the same okay.

B: of the same proportions.

A: so now we have the the axe, the extra clothing and the whiskey.

C: where is the whiskey

A: whiskey is useless, I dont want if nobody is bothered if we have fire but that is -

B: can whisk can whiskey be fire? can whiskey be lighted -

C: err I thought about it and err -

A: yes we may but yes, it may be possible yes whiskey can be good for the fire; but I dont know if it is highly flammable.

B: well it can be if it can be fired I mean lighted it can be the fluid of the cigarette lighter.

C: yes but I think it is not strong enough.

A: I think it doesnt

D: almost done?

A: almost done. I am to put first the clothes then the axe, and then the whiskey.

B: yes.

A: because I feel like I didnt have that -

B: but I mean the last two things it doesnt it doesnt matter too much I think.

A: okay, so I am yes we have like the canvas first, then the chocolate, shortening; the cigarette lighter, the pistol; and the newspaper. and then the clothes, the axe, whiskey, map, compass. wool, steel wool.

B: where did you put the newspaper?

A: to err light the fire.

B: okay.

C: and the to light in your shoes, to get warmer.
Similarly, we can establish that \( \beta \) and consequently \( (r_{A,z} + r_{C,z})^\lambda \)

If we substitute \( \beta \cdot (r_{A,z} + r_{C,z})^\lambda \) with its binomial expansion by an infinite series (because \( \lambda \) is not an integer), then:

\[
f(r_{B,z}) = \beta \cdot \left( r_{A,z}^\lambda + \sum_{k=1}^{\infty} \binom{\lambda}{k} r_{A,z}^{\lambda-k} r_{C,z}^k \right).
\]

Since \( r_{A,z} \) and \( r_{C,z} \) are obtained by summing over positive probability values, \( \sum_{k=1}^{\infty} \binom{\lambda}{k} r_{A,z}^{\lambda-k} r_{C,z}^k \) is a positive value.

So we conclude that \( f(r_{A,z}) \leq f(r_{B,z}) \), and the function is monotone.

Second we prove that \( f(r_{S,z}) \) has the diminishing returns property. Let \( A \) and \( B \) be two arbitrary sets of keywords such that \( A \subseteq B \). Let \( w \) be a keyword not in \( B \), and \( A' = A \cup \{w\} \) and \( B' = B \cup \{w\} \). We will now show that \( f(r_{B',z}) - f(r_{B,z}) \leq f(r_{A',z}) - f(r_{A,z}) \), where the diminishing returns property. 

\[
f(r_{A',z}) - f(r_{A,z}) = \beta \cdot r_{A,z}^\lambda - \beta \cdot r_{A,z}^\lambda
= \beta \cdot (r_{A,z} + p(z|w))^\lambda - \beta \cdot r_{A,z}^\lambda.
\]

If we substitute \( \beta \cdot (r_{A,z} + p(z|w))^\lambda \) with its binomial expansion, as above, then:

\[
f(r_{A',z}) - f(r_{A,z}) = \beta \cdot \left( r_{A,z}^\lambda + \sum_{k=1}^{\infty} \binom{\lambda}{k} r_{A,z}^{\lambda-k} p(z|w)^k \right) - r_{A,z}^\lambda.
\]

Similarly, we can establish that

\[
f(r_{B',z}) - f(r_{B,z}) = \beta \cdot \sum_{k=1}^{\infty} \binom{\lambda}{k} r_{B,z}^{\lambda-k} p(z|w)^k.
\]

Since \( A \subseteq B \) then \( r_{A,z}^\lambda \leq r_{B,z}^\lambda \). We also know that \( (\lambda - k) < 0 \) for all positive integers \( k \), because \( 0 \leq \lambda \leq 1 \). So we have \( r_{B,z}^{\lambda-k} \leq r_{A,z}^{\lambda-k} \), and consequently \( \beta \cdot \sum_{k=1}^{\infty} \binom{\lambda}{k} r_{B,z}^{\lambda-k} p(z|w)^k \leq \beta \cdot \sum_{k=1}^{\infty} \binom{\lambda}{k} r_{A,z}^{\lambda-k} p(z|w)^k \), which concludes the proof for diminishing returns.

Since it is monotone nondecreasing and has diminishing returns, \( f(r_{S,z}) \) is a monotone submodular function. \( \square \)
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