LEARNING VOICE SOURCE RELATED INFORMATION FOR DEPRESSION DETECTION
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ABSTRACT

During depression neurophysiological changes can occur, which may affect laryngeal control i.e. behaviour of the vocal folds. Characterising these changes in a precise manner from speech signals is a non-trivial task, as this typically involves reliable separation of the voice source information from them. In this paper, by exploiting the abilities of CNNs to learn task-relevant information from the input raw signals, we investigate several methods to model voice source related information for depression detection. Specifically, we investigate modelling of low pass filtered speech signals, linear prediction residual signals, homomorphically filtered voice source signals and zero frequency filtered signals to learn voice source related information for depression detection. Our investigations show that subsegmental level modelling of linear prediction residual signals or zero frequency filtered signals leads to systems better than the state-of-the-art low level descriptor based systems and deep learning based systems modelling the vocal tract system information.

Index Terms— Convolutional neural networks, depression detection, zero-frequency filtering, glottal source signals.

1. INTRODUCTION

Humans convey their mental state through vocal, linguistic and facial gestures. Depression is one such phenomenon, whose automatic detection and severity assessment have gained interest in the recent years [1,2]. These tasks have been carried out in the literature by measuring parameters from patient interview sessions using multiple modes: audio, video and text, and by using appropriate classification/regression tasks [3,4]. Purely speech based analyses continue to perform worse than multi-modal techniques [2], indicating the need for further research in the field.

Various speech features have been shown to be indicative of depression. Depression is known to affect human speech production and cognitive processes: it impacts speech motor control [1,5], and can be identified by prosodic abnormalities and articulatory and phonetic errors [6]. Voice quality has been shown to be affected [7,8,9,10,11] in terms of features such as the shape of the glottal pulse, degree of breathiness, jitter and shimmer. Since depression can sometimes be associated with negative emotions, there have been features motivated from speech emotion recognition research such as [12,13]. However expressing negative emotions is very different from having a depressed mental condition. Multiple works have used statistics of features, called low level descriptors (LLD), that are related to both the vocal-source and vocal-tract to improve the systems [12,4,14]; however not all the statistical properties contribute to the improvements. Despite these advances, there seem to be no concurred set of features for detecting depression from speech signals; and moreover, the performances of all these systems may be limited by the choice of features and their statistics. More recently, deep learning methods have been investigated. For instance, Ma et al. proposed predicting depression using neural networks comprising convolutional and long-short term memory layers on log Mel filter-bank (LMFB) and magnitude-spectrogram features [15].

Recent studies have hypothesised that during depression neurophysiological changes can occur, which in turn may affect the laryngeal control and its dynamics, i.e. the behaviour of the vocal folds [16,17,18,19,1]. Following these studies, various voice source related features such as jitter, shimmer and glottal flow characterisation have been proposed as speech-based biomarkers for depression detection [18,19]. As discussed in [1], extracting and modelling these features for depression detection is a non-trivial task for reasons such as, (a) lack of a standardised approach to extract these features, (b) susceptibility to errors due to differing sound pressure levels between and within individuals, (c) difficulty in analysing and extracting these features from continuous speech in a reliable manner. In this paper, rather than extracting voice source related features from speech signals and then modelling them through a classifier, we develop methods to directly learn voice source related information in an end-to-end manner for depression detection. This is motivated from recent works that have shown that CNNs can learn task dependent information from raw speech signals [20,21,22,23]. Specifically, we show that, by combining prior knowledge based signal processing and the capability of CNNs to learn task dependent information from raw signals, depression can be effectively detected from the voice source information.

The rest of the paper is organised as follows. Section 2 details the proposed methods. Section 3 presents the experimental setup. Section 4 presents results and analysis. Section 5 concludes the paper.

2. PROPOSED METHODS

We adopt the CNN-based framework described in [20], which was initially developed for speech recognition and later extended to other tasks [21,24]. As illustrated in Fig. 1, the proposed system takes as input a fixed length signal (determined through cross validation) and processes it through multiple convolutional layers followed by fully connected layers and outputs the probability of detecting depression. The parameters of the system are optimised using cross entropy cri-
Fig. 1. The proposed methods. CNN architecture: Conv: convolutional layer with ReLU activations, MP: max-pooling layer, FC: fully connected layer with a single output node and sigmoid activation.

We investigated the following signal inputs to detect depression based on voice source related information:

1) **Original raw speech** signal, Method 1 in Figure 1. Original speech signals contain information about the vocal source and the vocal tract system. Nevertheless, the motivation for this comes from a recent speaker recognition study [21], where it was found that, when the filters in the first convolutional layer process about 20 ms speech (1-3 pitch periods), they learn to model the fundamental frequency information and low frequency information that could be related to the voice quality. However, we also study the subsegmental approach, since information related to glottal pulses is present locally in time and may require time resolution.

2) **Low pass filtered** (LPF) speech signal. Method 2 in Figure 1. One way to enable the CNN to effectively learn voice source related information is to low pass filter the input signals. This has indeed been observed in a recent study on CNN-based glottal closure instant detection [25].

3) **Linear prediction residual** (LPR) signal, Method 3 in Figure 1. LPR signals carry glottal source information, and thus LP analysis forms one of the methods for glottal signal analysis [26, 27]. LPR signals contain not only the excitation information but also the modelling errors of the vocal tract system due to the assumptions on the LP order [28]. One way to handle this issue is through low pass filtering the speech signals before extracting the residual. This is akin to simple inverse filter tracking method [29], which was proposed for fundamental frequency estimation. In our studies, the LPR signals are estimated from LPF signals.

4) **Homomorphically filtered voice source** (HFVS) signal, Method 4 in Figure 1. Complex cepstrum is a well-studied domain that allows transforming convolutive components of a time-domain signal into additive components. Here we employ a simple high-pass cepstral lifter to approximately remove the time varying vocal tract component from a speech signal and to retain the excitation source component [30]. Since the complex cepstral transform is invertible, a corresponding time domain signal can be constructed from the liftered cepstrum. We perform this analysis using a sliding window on each raw speech utterance, and overlap-add the resultant excitation source signals to get the corresponding HFVS signal of each utterance.

5) **Zero frequency filtered** (ZFF) signal, Method 5 in Figure 1. Zero frequency filtering is a technique that has recently emerged for characterising the glottal source activity [31, 32]. It exploits the property of an impulse-like excitation at the glottal closure instance to detect glottal closure instants (GCIs). ZFF signals are obtained by passing speech signals through a cascade of two ideal digital resonators located at 0 Hz, and then removing the trend in the resulting signals by subtracting the average over a window of the size in the range of 1 to 2 pitch periods. In addition to the GCIs, the strengths of the glottal excitations, the fundamental frequency and the glottal opening instants can be estimated from the ZFF signals [31, 32].

### 3. EXPERIMENTAL SETUP

#### 3.1. Data set

We used Speech from the Distress analysis interview corpus - wizard of Oz (DAIC-WOZ) database [33] to validate the methods. The data set comprises a self-assessed depression score through patient health questionnaire (PHQ-8) method [35]. We used the time labels provided in the data set to extract only the participants’ speech recordings for experimentation. We excluded the sessions 318, 321, 341 and 362 from the training set that had time-labelling errors. We evaluated the proposed techniques on the dev set, since the test set was held out as part of the AVEC 2016 challenge [2].

#### 3.2. Setup

The proposed signals to be investigated were extracted using multiple tools. For LPF, Kaiser windowed sinc filters of the SoX tool were used. LPR signals were extracted through 8-order LP modelling using COVAREP tool [36] with the default parameters, from the LPF signals. HFVS signals were extracted with a 40ms Hanning window, shifted by 20ms, using the standard complex cepstrum tools of MATLAB, and using a 50 sample quefrency cut-off.

The systems were trained using Keras deep learning library [37] with Tensorflow backend [38]. For each experiment, the training data were split into 95% of speakers for training and 5% of speakers for cross-validation. To ensure equal representation of both the

| Table 1. CNN architectures. \(N_f\): number of filters, kW: kernel width, dW: kernel shift, MP: max-pooling. |
|---------------------------------|-----------------|-----------------|-----------------|-----------------|
| Model (Input frame size)        | Layer           | \(N_f\)         | Conv kW         | dW              | MP              |
|---------------------------------|-----------------|-----------------|-----------------|-----------------|
| subseg (250ms)                  | 1               | 128             | 30              | 10              | 2               |
|                                 | 2               | 256             | 10              | 5               | 3               |
|                                 | 3               | 512             | 4               | 2               | -               |
|                                 | 4               | 512             | 3               | 1               | -               |
| seg (250ms)                     | 1               | 128             | 300             | 100             | 2               |
|                                 | 2               | 256             | 5               | 2               | -               |
|                                 | 3,4             | same as subseg  |                 |                 |                 |
control and the depressed classes during training, we duplicated the depressed class utterances to a count matching as that of the control group. For the proposed methods, Table lists the CNN architectures used. The term subseg refers to sub-segmental modelling, where the filters in the first convolution layer model 30 samples (below 2 ms duration signal). Similarly, the term seg refers to segmental modelling, where the filters model 300 samples (about 20 ms signal). The number of convolutional layers in the CNNs is 4. “FC” layers in all the architectures contain 10 nodes. The input to the CNNs is a 250 ms signal, overlapped with a 10 ms shift. All the frames of the depressed group were labelled 1, and the rest 0.

The networks were trained using cross-entropy loss with stochastic gradient descent. Learning rate was halved, in the range $10^{-4}$ to $10^{-6}$, between successive epochs whenever the validation-loss stopped reducing. We trained 10 networks for each experiment, starting with a different random initialisation, in order to ascertain the systems are reproducible. We evaluated them primarily by the average $F1$ score of both the classes computed from all the 10 networks trained. We additionally report precision and recall scores. To fix a threshold on the speaker-level scores for the binary classification, $F1$ scores were computed by varying the threshold in steps of 0.01. The threshold that gave the best unweighted average $F1$ score across all the 10 systems was then chosen, and the results were reported accordingly.

We compare our results with a few existing works that followed the same protocol, viz., (a) support vector machine (SVM) based baseline system from the AVEC 2016 challenge [2] that used features related to both the vocal tract and source, extracted using COVAREP tool [36], (b) long short term memory (LSTM) recurrent network based system that additionally used LLDs computed from the above features, and (c) CNN-based systems that detected depression from either spectrogram features or mel filter bank energies [15]. In addition, we trained a 3-hidden layer deep neural network (DNN) baseline system that models mel frequency cepstral coefficients (MFCC) to emulate a vocal tract system information based system.

### 4. RESULTS AND ANALYSIS

Table 2 shows the $F1$ scores, precision and recall of the proposed methods along with the results of the baseline systems. It is worth mentioning that in the AVEC 2016 challenge the systems were ranked based on the $F1$ scores of both the classes. Except for the results from the existing works, each value shown indicates the mean performance obtained by training the DNN or CNN 10 times. We did this to ensure that the proposed methods are not sensitive to initialisation of DNN or CNN and the results are truly reproducible. The standard deviation of the performance of the systems were between 0.0 and 0.1. It can be observed that except raw speech modelling, the proposed methods of detecting depression based on voice source related information perform comparable to or better than the existing works. In particular, ZFF signals consistently yield better systems in terms of the overall $F1$ score than all the other methods. If we compare the systems based on $F1$ score for depression $D$, the proposed methods perform comparable or outperform existing methods, except in the case of subsegmental modelling of original raw speech signals.

#### 4.1. Analysis of frequency response of the first layer filters

To better understand the spectral information being modelled by the CNNs, we analysed the cumulative frequency response of the first convolutional layers, as done in [39, 21]:

$$\sum_{k=1}^{N_F} F_k/||F_k||_2,$$

Where

<table>
<thead>
<tr>
<th>Experiment</th>
<th>$F1$ score</th>
<th>Precision</th>
<th>Recall</th>
</tr>
</thead>
<tbody>
<tr>
<td>Raw speech - subseg</td>
<td>0.53</td>
<td>0.53</td>
<td>0.53</td>
</tr>
<tr>
<td>Raw speech - seg</td>
<td>0.57</td>
<td>0.57</td>
<td>0.57</td>
</tr>
<tr>
<td>LPF 500Hz - subseg</td>
<td>0.57</td>
<td>0.57</td>
<td>0.57</td>
</tr>
<tr>
<td>LPF 500Hz - seg</td>
<td>0.65</td>
<td>0.65</td>
<td>0.65</td>
</tr>
<tr>
<td>LPR - subseg</td>
<td>0.65</td>
<td>0.65</td>
<td>0.65</td>
</tr>
<tr>
<td>LPR - seg</td>
<td>0.61</td>
<td>0.61</td>
<td>0.61</td>
</tr>
<tr>
<td>HFVS signal - subseg</td>
<td>0.61</td>
<td>0.61</td>
<td>0.61</td>
</tr>
<tr>
<td>HFVS signal - seg</td>
<td>0.61</td>
<td>0.61</td>
<td>0.61</td>
</tr>
<tr>
<td>ZFF signal - subseg</td>
<td>0.69</td>
<td>0.69</td>
<td>0.69</td>
</tr>
<tr>
<td>ZFF signal - seg</td>
<td>0.66</td>
<td>0.66</td>
<td>0.66</td>
</tr>
</tbody>
</table>
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<td>0.65</td>
<td>0.65</td>
</tr>
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<td>LPR - subseg</td>
<td>0.65</td>
<td>0.65</td>
<td>0.65</td>
</tr>
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<td>LPR - seg</td>
<td>0.61</td>
<td>0.61</td>
<td>0.61</td>
</tr>
<tr>
<td>HFVS signal - subseg</td>
<td>0.61</td>
<td>0.61</td>
<td>0.61</td>
</tr>
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<td>0.61</td>
<td>0.61</td>
<td>0.61</td>
</tr>
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<td>0.69</td>
<td>0.69</td>
<td>0.69</td>
</tr>
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<td>0.66</td>
<td>0.66</td>
</tr>
</tbody>
</table>

### Table 2. Performances of various methods on the AVEC 2016 dev set. $D$ indicates depressed, $C$ indicates control and $O$ indicates the overall score by un-weighted average over the two classes. Bold font marks the best system among the proposed methods in terms of the overall $F1$ score.
where $N_f$ is the number of filters and $F_n$ is the frequency response of filter $f_n$. Fig. 2a shows the cumulative responses of the CNNs modelling the proposed methods at the subsegmental level modelling (filters of length about 2 ms). As expected, for ZFF, LPF and LPR the emphasis is on low frequencies. For HFVS the response is almost flat across the frequencies. For raw speech signals, the emphasis is more on the high frequencies between 2 kHz - 4kHz, which is more related to the vocal tract system information.

Fig. 3 compares the cumulative frequency responses of the CNN filters with segmental level modelling for the proposed methods. It can be seen for all the signals, including raw speech, that the emphasis lies in the low frequency regions. It is interesting to observe that, except for the HFVS case, the low frequency region being emphasised is similar.

### 4.2. Relevance analysis

To gain insight about what the CNNs as a whole are learning, we applied a recently developed guided backpropagation based visualisation method [40]. In simple terms, given an input signal and the output class, the technique measures how a small variation or perturbation of each sample value will impact the prediction score. This corresponds to measuring the importance of each input sample value for the prediction. This process yields a relevance signal. Using this method, we contrasted the CNNs trained on ZFF signals with those on trained on LPR signals.

Fig. 3a shows the relevance signals computed for the subsegmental and segmental level modelling on both the types of signals, overlaid on the input ZFF signal, of a sustained vowel /uh/ of duration 250 ms from the database. In the case of subsegmental modelling, we observe that for both ZFF and LPR relevance signals there is a sharp focus at the positive-to-negative zero-crossings of the ZFF signals, which corresponds to the glottal closure instants (GCIs) [31]. This suggests that the subsegmental CNN is focusing on the GCI information for depression detection. In the case of segmental modelling, the relevance signal does not have such a sharp focus, indicating that all the samples are given importance. Fig. 3b shows the autocorrelation of the above signals. It can be observed that all the relevance signals are preserving the periodicity, i.e. F0, information.

Together these analyses reveal that the segmental level modelling of ZFF and LPR signals is mainly focusing on the F0 variation, whilst the subsegmental level modelling is focusing on time local events related to the voice source, viz. GCIs, similar to jitter and shimmer feature extraction as well as the F0 variation. This could be the reason why subsegmental level modelling of ZFF and LPR signals yields better system than segmental level modelling. Understanding these aspects further along with the analysis of LPF and HFVS CNNs is part of our future work.

### 5. CONCLUSION

This paper investigated methods to model voice source related information using CNN-based raw signal modelling techniques for depression detection. Our studies on the AVEC 2016 challenge data showed that, instead of modelling raw speech signals as they are, filtering them based on prior knowledge, such as low pass filtering to filter out the high frequency vocal tract system related information or ZFF leads to effective depression detection. More precisely, the systems based on ZFF signals and LPR signals yield better than the state-of-the-art LLD based systems and vocal tract system feature (LMFB, MFCC) based systems.
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