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ABSTRACT

Multi-spectral imaging allows distinguishing biological
structures. For cardiac microscopy, available devices are
either too slow or require illumination intensities that are
detrimental to the sample. We present a method for spec-
tral super-resolution imaging of samples whose motion is
quasi-periodic by sequentially acquiring movies in wave-
length ranges with filters of overlapping bands. Following an
initial calibration procedure, we synchronize and unmix the
movies to produce multi-spectral sequences. We character-
ized our approach to retrieve the transmittance of a colored
microscopic target whose motion we controlled, observing
measurements within of 10% that of a reference spectrome-
ter. We further illustrate our approach to observe the beating
embryonic zebrafish heart, demonstrating new possibilities
for studying its development.

Index Terms— Microscopy, spectral imaging, time reg-
istration, inverse-problems, cardiac imaging

1. INTRODUCTION

Live cardiac imaging in the developing heart is a complex
task as the heart beats while it develops and illumination must
be limited to prevent damage to the sample. Multi-spectral
imaging could benefit the study and differentiation of cardiac
structures but as the available light is limited, multi-spectral
imagers require operation times that are too slow for cardiac
applications.

We propose a method to perform multi-spectral imaging
of the beating heart by acquiring a set of movies of the beat-
ing heart over multiple heartbeats, each recording a signal fil-
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Fig. 1. Overview of the method: (1) we acquire M movies
of a live beating heart with M different filters, where the first
filter is an all-pass that serves as registration reference; (2) we
register all acquired movies to the reference sequence; (3) we
perform unmixing pixel-by-pixel in order to retrieve a multi-
spectral movie of the beating heart.
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tered in different (and possibly overlapping) range of wave-
lengths. From these multi-channel data, we build a single
multi-spectral movie of the beating heart through temporal
registration of the movies followed by color unmixing to yield
non-overlapping wavelength ranges (Fig. 1).

The importance of multi-spectral imaging in wide-field
(non-fluorescence) microscopy and biomedical imaging has
been identified in the past. Aach et al. [1] detected cancer-
ous cells through spectral imaging. Blasinski et al. [2] have
shown that spectral imaging improves the classification accu-
racy of ablated heart tissue using machine learning.

Spectral cameras typically acquire multiple images se-
quentially with narrow-band filters or split the incoming light
onto multiple sensors, based on the wavelength [3]. While
the first solution makes the imaging process slow, hence un-
suitable to image dynamic sample, the second solution trades
spatial resolution or signal intensity for spectral resolution.
Also, building such cameras requires high opto-mechanical
precision and little flexibility for the end user to adjust to
particular wavelength ranges.



To overcome these limitations, methods to achieve spec-
tral imaging through computational approaches with less con-
straining hardware have been proposed. For example, multi-
ple observations of the same scene, observed through a set
of colored filters are combined to reconstruct a multi-spectral
view [4, 5, 6]. Other approaches have considered spectral
imaging as an interpolation or a learning process, using priors
on the signal to be reconstructed [7, 8, 9].

Here, we build upon the former class of methods (direct
unmixing) that we combine with the multi-channel synchro-
nization step described in Ohn et al. [10] for cardiac imaging
of multiple fluorescence channels imaged one after the other,
with a brightfield movie as the common reference to synchro-
nize movies collected in 6 bands.

The contributions of this work are (i) presentation of a
pipeline to sequentially collect and process multi-spectral im-
ages of the beating heart (described in Sections 2 and 3), (ii)
characterization of the proposed approach on a controlled dy-
namic microscopy sample (Section 4) and (iii) demonstration
of the applicability for imaging the beating heart of a zebrafish
(Section 4.2). We discuss results and conclude in Section 5.

2. PROBLEM STATEMENT
We consider a multispectral, T-periodic signal s such that:
s(x, A\ t) = s(x, \,t +T), foralltimet e R, (1)

where © = (x1,x2) are spatial coordinates and A the wave-
length. The signal s represents the transmissivity of a sample
to incoming light over time. We further consider M movies:

Ymlk, 0] = Z am[An]s(BAZ, A, LA + 7)) + ¢, (2)
Al AN

with pixels indexed by k = (k1,k2) € K = {0,... K1} x
{0,... Ky}, frames indexed by 0 < ¢ < L, Az and At the
sampling steps in space and time, respectively. The factors
an, incorporate the combined effect of illumination source,
bandpass filters (indexed by m € {1,..., M}), and the spec-
tral response and gain of the camera. c is a scalar offset of the
camera and 7, is a delay that describes the fact that we ac-
quire movies with different filters in different cardiac cycles,
starting at an arbitrary (non-triggered and unknown) cardiac
phase. We further assume that the movie duration covers at
least a full heartbeat, i.e., we have L > T'/At.

The problem we address is to determine an estimate §
of the multi-spectral transmission function of the sample s
such that 5[k, \,, £] =~ s(kAx, \,,lAt), for k € K, A\, €
{M,..., Ay} and 0 < ¢ < |T/At] given the M movies
ymlk, €] in Equ. (2).

3. METHODS

Our methods cover the determination of the unknown time-
delays between channel acquisitions (7,,, > T), spectral un-
mixing to invert Equ. (2), and a calibration procedure to de-
termine the factors a,,[A,].
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Fig. 2. Setup for the acquisition of data; MO: microscope ob-
jective, HAL: halogen lamp, CAM: camera, SP: spectrometer,
FW: filter wheel. For the calibration, we both use (a) a cam-
era or (b) a spectrometer at the measuring end of the setup,
with no setup. After calibration, the system may be used for
spectral imaging with dynamic samples (c).

3.1. Temporal registration of movies acquired with dif-
ferent filters

Since we collect the spectral response (channels) in different
cardiac cycles without any caring signal, before we can merge
the channels to obtain the spectral transmission we first need
to temporally synchronize the movies.

We proceed to the registration using a method described
before by Liebling et al. [11] and, in particular, Ohn et al.
[12, 10] for the problem of synchronizing microscopy im-
age series of the beating heart imaged of differing contrasts.
Briefly, for each of the M movies y,,, corresponding to the M
channels, the method determines the shifts 7,,, such that the
P frames that we aim to reconstruct (and which cover a car-
diac heartbeat) maximize the normalized mutual information
between the movie of the channel to be registered, shifted by
a candidate shift, and the reference channel (which we take to
be a movie acquired using a broadband illumination):

P
%m :argmanNMI(ym[aE_T/AtLyO[vg])? (3)

T =1

where NMI(a, b) is the normalized mutual information [13,
12] between two images. After we determine the estimates
Tm,» 1 < m < M, we apply them to obtain synchronized
movies [k, £] = ym [k, 0 — T /At k € Kand 0 < ¢ < P.

3.2. Spectral imaging/unmixing

Given synchronized movies in M channels, we can consider
the spectral recovery problem as a point-wise problem and we
drop the spatial (k) and temporal (¢) dependency for brevity.
Our aim is to reconstruct a discrete transmission spectrum
s = (s,\l,...,s,\,\,)T = (s()\l),...,s()\N))T. We start by
describing the acquisition model in more detail, considering
our imaging system that consists of a monochrome cam-
era, an illumination source, and M interchangeable filters
(Fig. 2). Combining the effect of the wavelength-dependent



light source emission intensity ey, , transmissivity f, x, of
the m'™ filter and the spectral response gy, of the camera, the
measured intensity at a pixel is:

Ym = C+ E Ianex, fmor, Sx,s 4
—_———
ALy AN am ]

where we identified the factors a,, [A,] of Equ. (2). In matrix

form, with y = (y1, ... ,yM)T, we can write:

y = FGs +c, 5)
with f17)\16)\1 f17>\Ne>\N
faaex Fuaneay

G = diag(gx,,---,9xrn)> € = clprx1. With these nota-

tions, we formulate the problem of retrieving an estimate of
the spectral transmittance S of the sample can be formulated
as the solution to a minimization problem:

§ = argmin|ly —c— As||,, @)
S

where A = FG. We solve this problem using a simplex
method [14] with the additional constraints that 0 < s < 1.

3.3. Calibration of the imaging system

Before solving Equation (7), we must calibrate the system to
populate matrices F' and G. We use a spectrometer to directly
measure the combined spectral response of each filter with the
light source spectrum (Fig. 2 (b)) and populate the M rows of
F'. To calibrate G, we place the camera in the acquisition
setup (Fig 2 (a)) and sequentially acquire M images with an
empty sample holder (sy, = 1 in Equation (4)):

Y1 cal
= (F 1M><1) diag(gkla"'agAN7c)1N><1
YM cal
e =(F 1aa)(9n - o €)' ©®
cal N—— | ——

Geal

To retrieve g, we solve (with constraint 0 < g%, < 1):

Gea = argmin [[gea — (F Laoxa) g, - ©)
g

4. RESULTS

We used the transmission line of an OpenSPIM microscope
[15], equipped with a condenser and illuminator (Fig. 2).
We used a halogen light source (Decostar, Osram), a band-
pass filter set (FKB-VIS-40, Thorlabs) with 5 filters (FB500-
40, FB550-40, FB600-40, FB650-40, FB700-40, Thorlabs)
mounted on a 6-position filter wheel (FWI02CNEB, Thor-
labs). The sample was held by a four dimensional stage (USB
4D-STAGE, Picard). We used a 20x/0.5 water immersion mi-
croscopy lens (UMPLFLN 20xW, Olympus) coupled to a 180
mm tube-lens (U-TLU-1-2, Olympus), a 4Mpixels CMOS
camera (Zyla 4.2 sCMOS, Andor, Oxford Instruments) and a
single pixel CCD spectrometer (CCS100, Thorlabs).
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Fig. 3. Experimental validation. (a) color target mounted on
a motorized sample holder. (b) Spectral transmission calcu-
lated in four points from static (solid curve) and dynamic data
(dashed curve). (c)-(d) RGB-colorized reconstruction, five
unmixed wavelength ranges, and acquired bright-field image
in (c) static case and (d) dynamic case. Scale bars are 50 pym.

4.1. Experimental validation

Static validation: We evaluated the performance of our multi-
spectral imaging method by placing color filters (E009, E010,
E022, E036, E053, E075 filters, E-colors set, Rosco Labo-
ratories) in the sample holder and comparing the recovered
spectra with those measured directly with the spectrometer.
We observed a median error of around 10%.

Dynamic validation: we laser-printed a color pattern on a
transparency that we mounted on the sample holder (Fig. 3(a)).
We first reconstructed the transmittance from measurements
carried out with the sample at rest (Fig. 3(c)). Next, we
collected movies of the target displaced laterally with the
positioning stage of the microscope, repeating the same mo-
tion for each filter, hence generating a pseudo-periodic signal
(Fig. 3(d)). The recovered spectra in the static and dynamic
case concur (Fig. 3(b)).

4.2. Spectral imaging of the beating heart of a zebrafish

To illustrate the potential of our method in practice, we im-
age the heart of a live zebrafish larva. All experiments were
approved by the Veterinary service of the State of Valais
(Switzerland). We raised and kept zebrafish (wild-type AB
zebrafish strain (Zebrafish International Resource Center)



Fig. 4. (a) Color rendering of the reconstructed multi-spectral
zebrafish heart. The atrium (a), ventricle (v), bulbus arteriosus
(BA), and pericardium (p) are outlined. (b) Spectral transmit-
tance computed at times covering a full cardiac period. Scale
bar is 100 pm. See also supplementary video.

under standard laboratory conditions (14/10 hour light/dark
cycle, fish water of the system (ZEBTEC Techniplast Aquatic
Solution) at 26.5°C temperature, 500 ps conductivity, and pH
7.3). We raised embryos at 29°C in standard E3 medium
in an incubator (Termaks B8054), supplemented by 0.003%
1-phenyl 2-thiourea (PTU) from 24 hours post fertilization
(hpf) to prevent pigmentation. For imaging, we embedded 48
hpf larvae (hatched from chorion), anesthetized with 0.1% tri-
caine (ethyl 3-aminobenzoate methanesulfonate salt, Sigma),
in low melting agarose for imaging until aged 5 days post fer-
tilization at most. We reconstructed both a color movie and
transmittance spectra in multiple areas of the heart (Fig. 4)
clearly showing spectral variations (background, red blood
cells, cardiac tissue).

5. DISCUSSION AND CONCLUSION

We observed median errors on the recovery of transmittance
data around 10%, with averages around 30% due to higher er-
rors at low wavelength ranges where the illumination source
provides insufficient intensity. In addition to images with high
signal-to-noise (which requires illumination of consistent in-
tensity in all wavelength ranges), for Equations (8) and (9) to
be well-posed we must have N + 1 < M (we must have at
least one more filter than wavelength range to be recovered)
and the filter band should be such that F' has high rank (small
overlap between filters). A critical point of the method is the
temporal registration of the acquired movies. Poorly synchro-
nized movies lead to worse spectral recovery. In conclusion,
we presented and characterized a practical method to perform
dynamic multi-spectral microscopy of samples with periodic
motion. Results from the beating heart of a zebrafish larva
show the potential applicability for studying cardiac dynam-

ics and differentiating tissues and cells.
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