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correspond to real users, have some potentially sensitive data in the form of feature vec-
ors and possibly labels that are kept private, but the topology of the graph is observable from the viewpoint of a central server, whose goal is to benefit from private node data to learn a GNN over the graph. This problem has many applications in social net-
work analysis and mobile computing. For example, consider a social smartphone application server, e.g., a social network, messaging
platform, or a dating app. As this server already has the data about social interactions between its users, the graph topology is not private to the server. However, the server could potentially benefit from users’ personal information, such as their phone’s sensor data, list of installed apps, or application usage logs, by training a GNN using these private features to learn better user representations for improving its services (e.g., the recommendation system). Without any means of data protection, however, this implies that the server should collect users’ personal data directly, which can raise privacy concerns.

Challenges. Training a GNN from private node data is a chal-

locally Private Graph Neural Networks

Sina Sajadmanesh
sajadmanesh@idiap.ch
Idiap Research Institute
EPFL

ABSTRACT
Graph Neural Networks (GNNs) have demonstrated superior performance in learning node representations for various graph inference tasks. However, learning over graph data can raise privacy concerns when nodes represent people or human-related variables that involve sensitive or personal information. While numerous techniques have been proposed for privacy-preserving deep learning over non-relational data, there is less work addressing the privacy issues pertinent to applying deep learning algorithms on graphs. In this paper, we study the problem of node data privacy, where graph nodes have potentially sensitive data that is kept private, but they could be beneficial for a central server for training a GNN over the graph. To address this problem, we develop a privacy-preserving, architecture-agnostic GNN learning algorithm with formal privacy guarantees based on Local Differential Privacy (LDP). Specifically, we propose an LDP encoder and an unbiased rectifier, by which the server can communicate with the graph nodes to privately collect their data and approximate the GNN’s first layer. To further reduce the effect of the injected noise, we propose to prepend a simple graph convolution layer, called KProp, which is based on the multi-hop aggregation of the nodes’ features acting as a denoising mechanism. Finally, we propose a robust training framework, in which we benefit from KProp’s denoising capability to increase the accuracy of inference in the presence of noisy labels. Extensive experiments conducted over real-world datasets demonstrate that our method can maintain a satisfying level of accuracy with low privacy loss.

1 INTRODUCTION
In the past few years, extending deep learning models for graph-structured data has attracted growing interest, popularizing the concept of Graph Neural Networks (GNNs) [44]. GNNs have shown superior performance in a wide range of applications in social sciences [18], biology [41], molecular chemistry [14], and so on, achieving state-of-the-art results in various graph-based learning tasks, such as node classification [26], link prediction [65], and community detection [9]. However, most real-world graphs associated with people or human-related activities, such as social and economic networks, are often sensitive and might contain personal information. For example in a social network, a user’s friend list, profile information, likes and comments, etc., could potentially be private to the user. To satisfy users’ privacy expectations in accordance with recent legal data protection policies, it is of great importance to develop privacy-preserving GNN models for applications that rely on graphs accessing users’ personal data.

Problem and motivation. In light of these privacy constraints, we define the problem of node data privacy. As illustrated in Figure 1, in this setting, graph nodes, which may represent human

Figure 1: The node data privacy problem. A cloud server (e.g., a social network server) has a graph (e.g., the social graph), whose nodes, which may correspond to real users, have some private data that the server wishes to utilize for training a GNN on the graph, but cannot simply collect them due to privacy constraints.

users, have potentially sensitive data in the form of feature vec-	ors and possibly labels that are kept private, but the topology of the graph is observable from the viewpoint of a central server, whose goal is to benefit from private node data to learn a GNN over the graph. This problem has many applications in social network analysis and mobile computing. For example, consider a social smartphone application server, e.g., a social network, messaging platform, or a dating app. As this server already has the data about social interactions between its users, the graph topology is not private to the server. However, the server could potentially benefit from users’ personal information, such as their phone’s sensor data, list of installed apps, or application usage logs, by training a GNN using these private features to learn better user representations for improving its services (e.g., the recommendation system). Without any means of data protection, however, this implies that the server should collect users’ personal data directly, which can raise privacy concerns.

Challenges. Training a GNN from private node data is a chal-
killing task, mainly due to the relational nature of graphs. Unlike other deep learning models wherein the training data points are independent, in GNNs, the samples – nodes of the graph – are connected via links and exchange information through the message-passing framework during training [19]. This fact renders common collaborative learning paradigms, such as federated learning [23], infeasible due to their excessive communication overhead. The main reason is that in the absence of a trusted server, which is the primary assumption of our paper, every adjacent pair of nodes has to exchange their vector representations with each other multiple
times during a single training epoch of a GNN, which requires significantly more communication compared to conventional deep neural networks, where the nodes only communicate with the server, independently.

**Contributions.** In this paper, we propose the Locally Private Graph Neural Network (LPGNN), a novel privacy-preserving GNN learning framework for training GNN models using private node data. Our method has provable privacy guarantees based on Local Differential Privacy (LDP) [24], can be used when either or both node features and labels are private, and can be combined with any GNN architecture independently.

To protect the privacy of node features, we propose an LDP mechanism, called the multi-bit mechanism, through which the graph nodes can perturb their features that are then collected by the server with minimum communication overhead. These noisy features are then used to estimate the first graph convolution layer of the GNN. Given that graph convolution layers initially aggregate node features before passing them through non-linear activation functions, we benefit from this aggregation step as a denoising mechanism to average out the differentially private noise we have injected into the node features. To further improve the effectiveness of this denoising process and increase the estimation accuracy of the graph convolution, we propose to prepend a simple yet effective graph convolution layer based on the multi-hop aggregation of node features, called KProp, to the backbone GNN.

To preserve the privacy of node labels, we perturb them using the generalized randomized response mechanism [22]. However, learning with perturbed labels introduces extra challenges, as the label noise could significantly degrade the generalization performance of the GNN. To this end, we propose a robust training framework, called Drop (label denoising with propagation), in which we again benefit from KProp’s denoising capability to increase the accuracy of noisy labels. Drop can be seamlessly combined with any GNN, is very easy to train, and does not rely on any clean (raw) data in any form, being features or labels, neither for training nor validation and hyper-parameter optimization.

Finally, we derive the theoretical properties of the proposed algorithms, including the formal privacy guarantees and error bound.

Paper organization. The rest of this paper is organized as follows. In Section 2, we formally define the problem and provide the necessary backgrounds. Then, in Section 3, we explain our locally private GNN training algorithm. Details of experiments and their results are explained in Section 4. We review related work in Section 5 and finally in Section 6, we conclude the paper. The proofs of all the theoretical findings are also presented in Appendix A.

## 2 PRELIMINARIES

**Problem definition.** We formally define the problem of learning a GNN with node data privacy. Consider a graph $G = (V, E, X, Y)$, where $E$ is the link set and $V = V_L \cup V_U$ is the union of the set of labeled nodes $V_L$ and unlabeled ones $V_U$. The feature matrix $X \in \mathbb{R}^{|V| \times d}$ comprises $d$-dimensional feature vectors $x_v$ for each node $v \in V$, and $Y \in \{0, 1\}^{|V| \times c}$ is the label matrix, where $c$ is the number of classes. For each node $v \in V_L$, $y_{v}$ is a one-hot vector, i.e., $y_v \cdot \mathbf{1} = 1$, where $\mathbf{1}$ is the all-one vector, and for each node $v \in V_U$, $y_v$ is the all-zero vector $\mathbf{0}$. Now assume that a server has access to $V$ and $E$, but the feature matrix $X$ and labels $Y$ are private to the nodes and thus not observable by the server.

The problem is: how can the server collaborate with the nodes to train a GNN over $G$ without letting private data leave the nodes? To answer this question, we first present the required background about graph neural networks and local differential privacy in the following, and then in the next section, we describe our proposed method in detail. Note that since in our problem setting, nodes of the graph usually correspond to human users, we often use the terms “node” and “user” interchangeably throughout the rest of the paper.

**Graph Neural Networks.** A GNN learns a representation for every node in the graph using a set of stacked graph convolution layers. Each layer gets an initial vector for each node and outputs a new embedding vector by aggregating the vectors of the adjacent neighbors followed by a non-linear transformation. More formally, given a graph $G = (V, E, X)$, an $L$-layer GNN consists of $L$ graph convolution layers, where the embedding $h_L^l$ of any node $v \in V$ at layer $l$ is generated by aggregating the previous layer’s embeddings of its neighbors, called the neighborhood aggregation step, as:

$$h_L^1 = \text{AGGREGATE}_E \left( \{ h_L^{l-1}_u | u \in N(v) \} \right)$$

$$h_L^l = \text{UPDATE}_E \left( h_L^{l-1} \right)$$ (1)

where $N(v)$ is the set of neighbors of $v$ (which could include $v$ itself) and $h_L^{l-1}$ is the embedding of node $u$ at layer $l - 1$. $\text{AGGREGATE}_E$ and $\text{UPDATE}_E$ are respectively the $l$-th layer differentiable, permutation invariant aggregator function (such as mean, sum, or max) and its output on $N(v)$. Finally, $\text{UPDATE}_I$ is a trainable non-linear function, e.g., a neural network, for layer $l$. At the very first, we have $h_L^0 = x_v$, i.e., the initial embedding of $v$ is its feature vector $x_v$, and the last layer generates a $c$-dimensional output followed by a softmax layer to predict node labels in a $c$-class node classification task.

**Local Differential Privacy.** Local differential privacy (LDP) is an increasingly used approach for collecting private data and computing statistical queries, such as mean, count, and histogram. It has been already deployed by major technology companies, including Google [16], Apple [46], and Microsoft [11]. The key idea behind LDP is that data holders do not need to share their private data with an untrusted data aggregator, but instead send a perturbed version of their data, which is not meaningful individually but can approximate the target query when aggregated. It includes two steps: (i) data holders perturb their data using a special randomized mechanism $M$ and send the output to the aggregator; and (ii) the aggregator combines all the received perturbed values and estimates the target query. To prevent the aggregator from inferring the original private value from the perturbed one, the mechanism $M$ must satisfy the following definition [24]:

**Definition 2.1.** Given $\epsilon > 0$, a randomized mechanism $M$ satisfies $\epsilon$-local differential privacy, if for all possible pairs of user’s private
data \( x \) and \( x' \), and for all possible outputs \( y \in \text{Range}(M) \), we have:

\[
\Pr[M(x) = y] \leq e^\epsilon \Pr[M(x') = y]
\]

(3)

The parameter \( \epsilon \) in the above definition is called the "privacy budget" and is used to tune utility versus privacy: a smaller (resp. larger) \( \epsilon \) leads to stronger (resp. weaker) privacy guarantees, but lower (resp. higher) utility. The above definition implies that the mechanism \( M \) should assign similar probabilities (controlled by \( \epsilon \)) to the outputs of different input values \( x \) and \( x' \), so that by looking at the outputs, an adversary could not infer the input value with high probability, regardless of any side knowledge they might have. LDP is achieved for a deterministic function usually by adding a special random noise to its output that cancels out when calculating the target aggregation given a sufficiently large number of noisy samples.

3 PROPOSED METHOD

In this section, we describe our proposed framework for learning a GNN using private node data. As described in the previous section, in the forward propagation of a GNN, the node features are only used as the input to the first layer's \textit{Aggregate} function. This aggregation step is amenable to privacy, as it allows us to perturb node features using an LDP mechanism (e.g., by injecting random noise into the features) and then let the \textit{Aggregate} function average out the injected noise (to an extent, not entirely), yielding a relatively good approximation of the neighborhood aggregation for the subsequent \textit{Update} function. The GNN’s forward propagation can then proceed from this point without any modification to predict a class label for each node.

However, maintaining a proper balance between the accuracy of the GNN and the privacy of data introduces new challenges that need to be carefully addressed. On one hand, the node features to be collected are likely high-dimensional, so the perturbation of every single feature consumes a lot of the privacy budget. Suppose we want to keep our total budget \( \epsilon \) low to provide better privacy protection. In that case, we need to perturb each of the \( d \) features with \( \epsilon/d \) budget (because the privacy budgets of the features add up together as the result of the composition theorem [15]), which in turn results in adding more noise to the data that can significantly degrade the final accuracy. On the other hand, for the GNN to be able to cancel out the injected noise, the first layer's aggregator function must: (i) be in the form of a linear summation, and (ii) be calculated over a sufficiently large set of node features. However, not every GNN architecture employs a linear aggregator function, nor every node in the graph has many neighbors. In fact, in many real-world graphs that follow a Power-Law degree distribution, the number of low-degree nodes is much higher than the high-degree ones. Consequently, the estimated aggregation would most likely be very noisy, again leading to degraded performance.

To tackle the first challenge, we develop a multidimensional LDP method, called the \textit{multi-bit mechanism}, by extending the 1-bit mechanism [11] for multidimensional feature collection. It is composed of a user-side encoder and a server-side rectifier designed for maximum communication efficiency. To address the second challenge, we propose a simple, yet effective graph convolution layer, called \textit{KProp}, which aggregates messages from an expanded neighborhood set that includes both the immediate neighbors and those nodes that are up to \( K \)-hops away. By prepending this layer to the GNN, we can both combine our method with any GNN architecture and at the same time increase the graph convolution’s estimation accuracy for low-degree nodes. In the experiments, we show that this technique can significantly boost the performance of our locally private GNN, especially for graphs with a lower average degree.

Finally, since the node labels are also considered private, we need another LDP mechanism to collect them privately. To this end, we use the generalized randomized response algorithm [22], which randomly flips the correct label to another one with a probability that depends on the privacy budget. However, learning the GNN with perturbed labels brings forward significant challenges in both training and validation. Regarding the former, training the GNN directly with the perturbed labels causes the model to overfit the noisy labels, leading to poor generalization performance. Regarding the latter, while it would be easy to validate the trained model using clean (non-perturbed) data, due to the privacy constraints of our problem, a more realistic setting is to assume that the server does not have access to any clean validation data. In this case, it is not clear how to perform model validation with noisy data, which is vital to prevent overfitting and optimize model hyper-parameters.

Although deep learning with noisy labels has been studied extensively in the literature [31, 38, 39, 45, 63, 64, 67], almost all the previous works either need clean features for training, require clean data for validation, or have been proposed for standard deep neural networks and do not consider the graph structure. Here, we propose \textit{Label Denoising with Propagation} – \textit{Drop}, which incorporates the graph structure for label correction, and at the same time does not rely on any form of clean data (features or labels), neither for training nor validation. Given that nodes with similar labels tend to connect together more often [48], we utilize the graph topology to predict the label of a node by estimating the label frequency of its neighboring nodes. Still, if we rely on immediate neighbors, the true labels could not be accurately estimated due to insufficient neighbors for many nodes. Again, our key idea is to exploit \textit{KProp’s} denoising capability, but this time on node labels, to estimate the label frequency for each node and recovering the true label by choosing the most frequent one. \textit{Drop} can easily be combined by any GNN architecture, and we show that it outperforms traditional baselines, especially at high-privacy regimes.

In the rest of this section, we describe our multi-bit mechanism, the \textit{KProp} layer, and the \textit{Drop} algorithms in more detail. The overview of our framework is depicted in Figure 2. Note that the data perturbation step on the user-side has to be done only once for each node. The server collects the perturbed data once and stores it to train the GNN with minimum communication overhead.

3.1 Collection of node features

In this section, we explain our multi-bit mechanism for multidimensional feature perturbation, which is composed of an encoder and a rectifier, as described in the following.

Multi-bit Encoder. This part, which is executed at the user-side, perturbs the node’s private feature vector and encodes it into a compact vector that is sent efficiently to the server. More specifically, assume that every node \( v \) owns a private \( d \)-dimensional feature
vector $x_o$, whose elements lie in the range $[\alpha, \beta]$. When the server requests the feature vector of $v$, the node locally applies the multi-bit encoder on $x_o$ to get the corresponding encoded feature vector $x_o^e$, which is then sent back to the server. Since this process is supposed to be run only once, the generated $x_o^e$ is recorded by the node to be returned in any subsequent calls to prevent the server from recovering the private feature vector using repeated queries.

Our multi-bit encoder is built upon the 1-bit mechanism [11], which returns either 0 or 1 for a single-dimensional input. However, as mentioned earlier, perturbing all the dimensions with a high-dimensional input results in injecting too much noise, as the total privacy budget has to be shared among all the dimensions. To balance the privacy-accuracy trade-off, we need to reduce dimensionality to decrease the number of dimensions that have to be perturbed. Still, since we cannot have the feature vectors of all the nodes at one place (due to privacy reasons), we cannot use conventional approaches, such as principal component analysis (PCA) or any other machine learning-based feature selection method. Instead, we randomly perturb a subset of the dimensions and then optimize the size of this subset to achieve the lowest variance in estimating the $\text{aggregate}$ function.

Algorithm 1 describes this encoding process in greater detail. Intuitively, the encoder first uniformly samples $m$ out of $d$ dimensions without replacement, where $m$ is a parameter controlling how many dimensions are perturbed. Then, for each sampled dimension, the corresponding feature is randomly mapped to either -1 or 1, with a probability depending on the per-dimension privacy budget $\epsilon/m$ and the position of the feature value in the feature space, such that values closer to $\alpha$ (resp. $\beta$) are likely to be mapped to -1 (resp. 1). For other dimensions that are not sampled, the algorithm outputs 0. Therefore, a maximum of two bits per feature is enough to send $x_o^e$ to the server. When $m = d$, our algorithm reduces to the 1-bit mechanism with a privacy budget of $\epsilon/d$ for every single dimension. The following theorem ensures that the multi-bit encoder is $\epsilon$-LDP (proof in the Appendix).

**Theorem 3.1.** The multi-bit encoder presented in Algorithm 1 satisfies $\epsilon$-local differential privacy for each node.

**Multi-bit Rectifier.** The output of the multi-bit encoder is statistically biased, i.e., $\mathbb{E} [x_o^e] \neq x_o$. Therefore, the goal of the multi-bit rectifier, executed at server-side, is to convert the encoded vector $x_o^e$ to an unbiased perturbed vector $x'$, such that $\mathbb{E} [x'] = x$, as follows:

$$x' = \text{Rect}(x^e) = \frac{d(\beta - \alpha)}{2m} \cdot x^e + \frac{\alpha + \beta}{2}$$

(4)

Note that this is not a denoising process to remove the noise from $x^e$, but the output vector $x'$ is still noisy and does not have any meaningful information about the private vector $x$. The only difference between $x^e$ and $x'$ is that the latter is unbiased, while the former is not. The following results entail from the multi-bit rectifier:

**Proposition 3.2.** The multi-bit rectifier defined by (4) is unbiased.
Proposition 3.3. For any node $v$ and any $i \in \{1, 2, \ldots, d\}$, the variance of the multi-bit rectifier defined by (4) at dimension $i$ is:

$$\text{Var}[x_{v,i}'] = \frac{d}{m} \left( \frac{\beta - \alpha}{2} - \frac{e^{\varepsilon/m + 1}}{e^{\varepsilon/m - 1}} - \frac{\alpha + \beta}{2} \right)^2$$

(5)

The variance of an LDP mechanism is a key factor affecting the estimation accuracy: a lower variance usually leads to a more accurate estimation. Therefore, we exploit the result of Proposition 3.3 to find the optimal sampling parameter $m$ in the multi-bit encoder (Algorithm 1) that minimizes the rectifier's variance, as follows:

Proposition 3.4. The optimal value of the sampling parameter $m$ in Algorithm 1, denoted by $m^*$, is obtained as:

$$m^* = \max(1, \min(d, \left\lfloor \frac{\varepsilon}{2.18} \right\rfloor))$$

(6)

The above proposition implies that in the high-privacy regime $\varepsilon \leq 2.18$, the multi-bit mechanism perturbs only one random dimension. Therefore, this process is similar to a randomized one-hot encoding, except that here, the aggregation of these one-hot encoded features approximates the aggregation of the raw features.

3.2 Approximation of graph convolution

Upon collecting the encoded vectors $x_v'$ from every node $v$ and generating the corresponding perturbed vectors $x_v'$ using the multi-bit rectifier, the server can initiate the training of the GNN. In the first layer, the embedding for an arbitrary node $v$ is generated by the following (layer indicator subscripts and superscripts are omitted for simplicity):

$$\tilde{h}_{N(v)} = \text{Aggregate}\left(\{x_u', \forall u \in N(v)\}\right)$$

(7)

$$h_v = \text{Update}(\tilde{h}_{N(v)})$$

(8)

where $\tilde{h}_{N(v)}$ is the estimation of the first layer Aggregate function of any node $v$ by aggregating perturbed vectors $x_u'$ of all the nodes $u$ adjacent to $v$. After this step, the server can proceed with the rest of the layers to complete the forward propagation of the model, exactly similar to a standard GNN. If the Aggregate function is linear on its input (e.g., it is a weighted summation of the input vectors), the resulting aggregation would also be unbiased, as stated below:

Corollary 3.5. Given a linear aggregator function, the aggregation defined by (7) is an unbiased estimation for (1) at layer $l = 1$.

The following proposition also shows the relationship of the estimation error in calculating the Aggregate function and the neighborhood size $|N(v)|$ for the special case of using the mean aggregator function:

Proposition 3.6. Given the mean aggregator function for the first layer and $\delta > 0$, with probability at least $1 - \delta$, for any node $v$, we have:

$$\max_{i \in \{1, \ldots, d\}} \left| \tilde{h}_{N(v)}(i) - h_{N(v)}(i) \right| = O\left( \frac{\sqrt{d \log(d/\delta)}}{\varepsilon \sqrt{|N(v)|}} \right)$$

(9)

The above proposition indicates that with the mean aggregator function (which can be extended to other Aggregate functions as well), the estimation error decreases with a rate proportional to the square root of the node's degree. Therefore, the higher number of neighbors, the lower the estimation error. But as mentioned earlier, the size of $N(v)$ is usually small in real graphs, which hinders the Aggregate function from driving out the injected noise on its own.

In a different context, prior works have shown that considering higher-order neighbors can help learn better node representations [2, 28, 36]. Inspired by these works, a potential solution to this issue is to expand the neighborhood of each node $v$ by considering more nodes that are not necessarily adjacent to $v$ but reside within an adjustable local neighborhood around $v$. To this end, we use an efficient convolution layer, described in Algorithm 2, that can effectively be used to address the small-size neighborhood issue. The idea is simple: we aggregate features of those nodes that are up to $K$ steps away from $v$ by simply invoking the Aggregate function $K$ consecutive times, without any non-linear transformation in between. For simplicity, we call this algorithm KProp, as every node propagates its message to $K$ hops further.

As illustrated in Figure 2, we prepend KProp as a denoising layer to the GNN. This approach has two advantages: first, it allows to use any GNN architecture with any Aggregate function for the backbone model, as KProp already uses a linear Aggregate that satisfies Corollary 3.5; and second, it enables us to explore the effective aggregation set size for every node by controlling the step parameter $K$. However, it is essential to note that we cannot arbitrarily increase the neighborhood size around a node, since aggregating messages from too distant nodes could lead to over-smoothing of output vectors [30]. Therefore, there is a trade-off between the KProp’s denoising accuracy and the overall GNN’s expressive power.

It is worth mentioning that in KProp, we perform aggregations over $N(v) - \{v\}$, i.e., we do not include self-loops. While it has been shown that adding self-loops can improve accuracy in conventional GNNs [26], excluding self-connections works better when dealing with noisy features. As $K$ grows, with self-loops, we account for the injected noise in the feature vector of each node in the $v$‘s neighborhood multiple times in the aggregation. Therefore, removing self-loops helps reduce the total noise by discarding repetitive node features from the aggregation.

3.3 Learning with private labels

In the last part, we describe the method used to perturb and collect labels privately and introduce our training algorithm for learning.
locally private GNNs using perturbed labels, called label denoising with propagation (Drop). Let \( f(x) = \arg \max_y p(y \mid x) \) be the target node classifier, where \( p(y \mid x) = g(x, G; W) \) approximates the class-conditional probabilities \( p(y \mid x) \) and is modeled by a GNN \( g(\cdot) \) with the learnable weight matrix \( W \). The goal is to optimize \( W \) such that \( p(y \mid x) \) becomes as close as possible to \( p(y \mid x) \).

In the standard setting, this is usually done by minimizing the cross-entropy loss function between \( p(y \mid x) \) and true label \( y \) over the set of labeled nodes \( V_L \):

\[
\ell(y, \hat{p}(y \mid x)) = - \sum_{v \in V_L} y_v^T \log \hat{p}(y \mid x_v) \tag{10}
\]

However, since the labels are considered private, each node \( v \in V_L \) that participates in the training procedure has to perturb their label \( y_v \), using some LDP mechanism, and send the perturbed label \( y'_v \) to the server. If we train the GNN using the perturbed labels by minimizing the cross-entropy loss between \( \hat{p}(y \mid x) \) and perturbed labels \( y'_v \), namely \( \ell(y_v, \hat{p}(y \mid x)) \), the model completely overfits the noisy labels and generalizes poorly to unseen nodes. However, many real-world graphs, such as social networks, are homophilic [34], meaning that nodes with similar structure tend to have similar labels [48]. We exploit this fact to estimate the frequency of the labels in a local neighborhood around any node \( v \) to obtain its estimated label \( \tilde{y}_v \). To this end, we can use any LDP frequency oracle, such as randomized response [22], Unary Encoding [52], or Local Hashing [52].

In this paper, we use randomized response for two reasons: first, the number of classes is usually small, and randomized response has been shown to work better than other mechanisms in low dimensions [52]; and second, it introduces a symmetric, class-independent noise to the labels by flipping them according to the following distribution, which we later exploit in our learning algorithm:

\[
p(y' \mid y) = \begin{cases} e^{-\frac{\delta}{\epsilon}} & \text{if } y' = y \\ e^\frac{-\delta}{\epsilon} & \text{otherwise} \end{cases}
\tag{11}
\]

where \( y \) and \( y' \) are clean and perturbed labels, respectively, \( \epsilon \) is the number of classes, and \( \delta \) is the privacy budget.

Similar to estimating the graph convolution with noisy features, we also face the problem of small-size neighborhood if we only rely on the first-order neighbors to estimate the label frequency. In order to expand the neighborhood around each node, we take the same approach as we did for features: we apply KProp on node labels, i.e., we set \( \tilde{y}_u = \arg \max_{y \in [c]} h(y, K_u) \) for all \( u \in V_L \), where \( h(\cdot) \) is the KProp function, \( K_u \) is the step parameter, and \( [c] = \{1, \ldots, c\} \). With the mean aggregator function, at every iteration, KProp updates every node's label distribution by averaging its neighbors' label distribution. In this paper, however, we instead use the GCN aggregator function [26]:

\[
\text{AGGREGATE} \{ \{y'_u, \forall u \in N(v)\} \} = \sum_{u \in N(v)} \frac{y_u'}{\sqrt{|N(u)| \cdot |N(v)|}} \tag{12}
\]

Using the GCN aggregator leads to a lower estimation error than the mean aggregator due to the difference in their normalization factors, which affects their estimation variance. Specifically, the normalization factor in the GCN aggregator is \( \sqrt{|N(u)| \cdot |N(v)|} \), while for the mean, it is \( |N(\cdot)| = \sqrt{|N(\cdot)| \cdot |N(\cdot)|} \). In other words, the GCN aggregator considers the square root of the degree of both the central node \( v \) and its neighbor \( u \), whereas the mean aggregator considers only the square root of the central node \( v \)'s degree twice. Since there are many more low-degree nodes in many real graphs than high-degree ones, using the mean aggregator results in a small normalization factor for most nodes, leading to a higher estimation variance. But as many of the low-degree nodes are linked to the high-degree ones, the GCN aggregator balances the normalization by considering the degree of both link endpoints. Consequently, the normalization for many low-degree nodes increases compared to the mean aggregator, yielding a lower estimation variance.

As the step parameter \( K_u \) gradually increases, the estimated label \( \tilde{y} \) becomes more similar to the clean label \( y \). Therefore, an initial idea for the training algorithm would be to learn the GNN using \( \tilde{y} \) instead of \( y \) by minimizing the cross-entropy loss between \( \hat{p}(y \mid x) \) and \( \tilde{y} \), namely \( \ell(\tilde{y}, \hat{p}(y \mid x)) \). However, this approach has two downsides. First, it causes the GNN to become a predictor for \( \tilde{y} \) and not \( y \). Although \( \tilde{y} \) tends to converge to \( y \) as \( K_u \) increases, the output of KProp also becomes increasingly smoother, until the excessive KProp aggregations lead to over-smoothing, after which \( y \) will begin to diverge from \( y \) and become noisy again, while we are still fitting \( \tilde{y} \). Second, we cannot know how far we should increase \( K_u \) to get the best accuracy and prevent over-smoothing without clean validation data. One way to validate the model with noisy labels is to calculate the accuracy of the target classifier \( f(x) \) for predicting the estimated label \( \tilde{y} \). However, suppose the model overfits the over-smoothed labels. In that case, the corresponding validation \( \tilde{y} \)'s also becomes over-smoothed and can be well predicted by the model, resulting in a high validation but low test accuracy.

To address the first issue, instead of minimizing \( \ell(\tilde{y}, \hat{p}(y \mid x)) \), we propose to minimize \( \ell(\tilde{y}, \hat{p}(\tilde{y} \mid x)) \), i.e., the cross-entropy loss between the estimated label \( \tilde{y} \) and its approximated probability \( \hat{p}(\tilde{y} \mid x) \), which can be obtained by applying the same procedure on \( \hat{p}(y \mid x) \) as we did on \( y \) to obtain \( \tilde{y} \). In the first place, we applied randomized response on \( y \) to obtain \( y' \), and then passed the result to the KProp layer to get \( \tilde{y} \). If we go through the same steps to obtain \( \hat{p}(\tilde{y} \mid x) \) and then minimize its cross-entropy loss with \( \tilde{y} \), we can keep \( \hat{p}(y \mid x) \) intact when KProp causes over-smoothing, and at the same time benefit from it's denoising capability. To this end, we first need to calculate \( \hat{p}(y' \mid x) \) from \( \hat{p}(y \mid x) \):

\[
\hat{p}(y' \mid x) = \sum_y p(y' \mid y) \cdot \hat{p}(y \mid x) \tag{13}
\]

where \( p(y' \mid y) \) is directly obtained from (11). This step would be analogous to applying randomized response to \( y \) and getting \( y' \). Finally, similar to applying KProp on \( y' \) to get \( \tilde{y} \), we treat \( \hat{p}(y' \mid x) \) as soft labels and apply KProp with the same step parameter to approximate \( \hat{p}(\tilde{y} \mid x) \):

\[
\hat{p}(\tilde{y} \mid x) = \text{softmax}(h(\hat{p}(y' \mid x), K_u)) \tag{14}
\]

where the softmax is used to normalize the KProp's output as a valid probability distribution. Finally, we train the model by minimizing \( \ell(\tilde{y}, \hat{p}(\tilde{y} \mid x)) \).

To address the validation issue, we must make sure that our validation procedure is not affected by the KProp step parameter \( K_u \). Clearly, if we use \( \tilde{y} \) for validation, by changing \( K_u \) we are also modifying estimated labels \( \tilde{y} \), and thus we are basically validating
We conduct extensive experiments to assess the privacy-utility with different hyper-parameters, including $\mathcal{A}_c$, 100% accuracy on predicting clean labels. In other words, a per-
affect its effectiveness.

4 EXPERIMENTS

Furthermore, any prediction performed by the LPGNN is again
due to the robustness of differential privacy to post-processing [15].

The following corollary entails from our
most $\mathcal{A}_c$ every epoch. At the end of training, we pick the model achieving
for predicting noisy labels over both training and validation sets at
$\mathcal{A}_c$. 

$\mathcal{A}_c$'s accuracy on predicting the noisy labels over both training and validation sets at
$\mathcal{A}_c$.

Algorithm 3: Locally Private GNN Training with Drop

| Input: $\mathcal{G} = (\mathcal{V}_L, \mathcal{V}_U, E)$; GNN model $\theta(x, \mathcal{G}; W)$; KProp layer $h(x, \mathcal{G}; K)$; KProp step parameter for features $K_x \geq 0$; KProp step parameter for labels $K_y \geq 0$; privacy budget for feature perturbation $\epsilon_x > 0$; privacy budget for label perturbation $\epsilon_y > 0$; range parameters $\alpha$ and $\beta$; number of classes $c$; maximum number of epochs $T$; learning rate $\eta$.
| Output: Trained GNN weights $W$.

1. **Server-side:**
   a. $\mathcal{V} = \mathcal{V}_L \cup \mathcal{V}_U$.
   b. Send $\epsilon_x$, $\epsilon_y$, $\alpha$, and $\beta$ to every node $v \in \mathcal{V}$.

2. **Node-side:**
   a. Obtain a perturbed vector $x^*$ by Algorithm 1.
   b. If current node is in $\mathcal{V}_L$ then
      1. Obtain a perturbed label $y^*$ by (11).
      2. Else
         a. $y' \leftarrow \tilde{y}$
      End
   End
   c. Send $(x^*, y^*)$ to the server.

3. **Server-side:**
   a. Obtain $\mathcal{X}_0$ by using (4) for all $v \in \mathcal{V}$.
   b. $h_y \leftarrow h(y_{0, \mathcal{G}}; K_y)$ for all $v \in \mathcal{V}$.
   c. $h_y \leftarrow h(y_{0, \mathcal{G}}; K_y)$ for all $v \in \mathcal{V}_L$.
   d. Partition $\mathcal{V}_L$ into train and validation sets $\mathcal{V}_L^{tr}$ and $\mathcal{V}_L^{val}$.
   e. $\mathcal{A}_c^* \leftarrow e^{\epsilon_x} / (e^{\epsilon_y} + c - 1)$
   f. For $t \in \{1, \ldots, T\}$ do
      1. For all $v \in \mathcal{V}_L$ do in parallel
         a. $\hat{\beta}(y' \mid x_0) \leftarrow g(h_y; \mathcal{G}; W)$
         b. Obtain $\hat{\beta}(y' \mid x_0)$ using (13).
         c. Observe $\hat{\beta}(\tilde{y} \mid x_0)$ using (14).
      End
   End
   g. $W_{t+1} \leftarrow W_t - \eta \nabla \sum_{v \in \mathcal{V}_L^{tr}} \ell (\tilde{y}_v, \hat{\beta}(\tilde{y} \mid x_0))$
   h. $\ell^{tr}_t \leftarrow \sum_{v \in \mathcal{V}_L^{tr}} \ell (\tilde{y}_v, \hat{\beta}(\tilde{y} \mid x_0))$
   i. $\mathcal{A}_c^{tr}_t \leftarrow \mathcal{A}_c + \frac{1}{|\mathcal{V}_L^{tr}|} \sum_{v \in \mathcal{V}_L^{tr}} \text{Accuracy}(\hat{\beta}(\tilde{y} \mid x_0), y_0)$
   j. $\mathcal{A}_c^{val}_t \leftarrow \mathcal{A}_c + \frac{1}{|\mathcal{V}_L^{val}|} \sum_{v \in \mathcal{V}_L^{val}} \text{Accuracy}(\hat{\beta}(\tilde{y} \mid x_0), y_0)$
   k. $t \leftarrow \arg \min t^{tr}_t$ such that $\mathcal{A}_c^{tr}_t \leq \mathcal{A}_c^*$ and $\mathcal{A}_c^{val}_t \leq \mathcal{A}_c^*$
   l. Return $W^t$.

4.1 Experimental settings

Datasets. We used two different sets of publicly available real-world datasets: two citation networks, Cora and PubMed [61], which have a lower average degree, and two social networks, Facebook [42], and LastFM [43] that have a higher average degree. The description of the datasets is as follows:

- Cora and PubMed [61]: These are well-known citation network datasets, where each node represents a document and edges denote citation links. Each node has a bag-of-words feature vector and a label indicating its category.
- Facebook [42]: This dataset is a page-page graph of verified Facebook sites. Nodes are official Facebook pages, and edges correspond to mutual likes between them. Node features are extracted from the site descriptions, and the labels denote site category.
weight decay, and dropout rate found for
with the following strategy, and used the same values for other GNN
implementation is available at https://github.com/sisaman/LPGNN.
set over 10 consecutive runs and report the average and 95% confi-
maximum of 500 epochs, and the best model is picked for testing
rate and weight decay both from
on Cora, Pubmed, Facebook, and LastFM, respectively, and for every
feature and label KProps, we use GCN aggregator function. We opti-
GNN models have two graph convolution layers with a hidden

- LastFM [43]: This social network is collected from the music
streaming service LastFM. Nodes denote users from Asian
countries, and links correspond to friendships. The task is to predict
the home country of a user given the artists liked by them. Since
the original dataset was highly imbalanced, we limited the classes
to the top-10 having the most samples.

Summary statistics of the datasets are provided in Table 1.

**Experiment setup.** For all the datasets, we randomly split nodes
into training, validation, and test sets with 50/25/25% ratios, respectively.
Without loss of generality, we normalized the node features of all the datasets between zero and one 1, so in all cases, we have
\[ \alpha = 0 \text{ and } \beta = 1 \] . LDP feature perturbation is applied to the fea-
tures of all the training, validation, and test sets. However, label
perturbation is only applied to the training and validation sets, and
the test set’s labels are left clean for performance testing. We tried
three state-of-the-art GNN architectures, namely GCN [26], GAT
[47], and GraphSAGE [18], as the backbone model for LPGNN, with
GraphSAGE being the default model for ablation studies. All the
GNN models have two graph convolution layers with a hidden
dimension of size 16 and the SeLU activation function [27] followed
by dropout, and the GAT model has four attention heads. For both
feature and label KProps, we use GCN aggregator function. We opti-
mized the hyper-parameters of LPGNN based on the validation loss
of GraphSAGE using the Drop algorithm as described in Section 3
with the following strategy, and used the same values for other GNN
models: First, we fix \( K_x \) and \( K_y \) to \( (16, 8), (16, 2), (4, 2), \) and \( (8, 2) \),
on Cora, Pubmed, Facebook, and LastFM, respectively, and for every
pair of privacy budgets \( (\epsilon_x, \epsilon_y) \) in \( (1, 1), (1, \infty), (\infty, 1) \), and \( (\infty, \infty) \),
we perform a grid search to find the best choices for initial learning
rate and weight decay both from \( (10^{-4}, 10^{-3}, 10^{-2}) \) and dropout
rate from \( (10^{-4}, 10^{-3}, 10^{-2}) \). Second, we fix the best found hyper-
parameters in the previous step and search for the best performing
KProp step parameters \( K_x \) and \( K_y \) both within \( \{0, 2, 4, 8, 16\} \) for
all \( \epsilon_x \in \{0.01, 0.1, 1, 2, 3, \infty\} \) and \( \epsilon_y \in \{0.5, 1, 2, 3, \infty\} \). More specifically,
for every \( \epsilon_x \) (resp. \( \epsilon_y \) ) except \( \infty \), we use the best learning rate,
weight decay, and dropout rate found for \( \epsilon_x = 1 \) in the previous
step (resp. \( \epsilon_y = 1 \)) to search for the best KProp step parameters.
All the models are trained using the Adam optimizer [25] over
a maximum of 500 epochs, and the best model is picked for testing
based on the validation loss. We measured the accuracy on the test
set over 10 consecutive runs and report the average and 95% confi-
dence interval calculated by bootstrapping with 1000 samples. Our
implementation is available at https://github.com/sisaman/LPGNN.

1Note that this normalization step does not affect the privacy, as the range parameters
\( (\alpha, \beta) \) are known to both the server and users, so the server could ask users to
normalize their data between 0 and 1 before applying the multi-bit encoder.

### Table 1: Descriptive statistics of the used datasets

<table>
<thead>
<tr>
<th>Dataset</th>
<th>#Classes</th>
<th>#Nodes</th>
<th>#Edges</th>
<th>#Features</th>
<th>Avg. Deg.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cora</td>
<td>7</td>
<td>2,708</td>
<td>5,278</td>
<td>1,433</td>
<td>3.90</td>
</tr>
<tr>
<td>Pubmed</td>
<td>3</td>
<td>19,717</td>
<td>44,324</td>
<td>500</td>
<td>4.50</td>
</tr>
<tr>
<td>Facebook</td>
<td>4</td>
<td>22,470</td>
<td>170,912</td>
<td>4,714</td>
<td>15.21</td>
</tr>
<tr>
<td>LastFM</td>
<td>10</td>
<td>7,083</td>
<td>25,814</td>
<td>7,842</td>
<td>7.29</td>
</tr>
</tbody>
</table>

### 4.2 Experimental results

**Analyzing the utility-privacy trade-off.** We first evaluate
how our privacy-preserving LPGNN method performs under varying
feature and label privacy budgets. We changed the feature
privacy budget \( \epsilon_x \in \{0.01, 0.1, 1, 2, 3, \infty\} \) and the label privacy bud-
gget within \( \{1, 2, 3, \infty\} \). The cases where \( \epsilon_x = \infty \) or \( \epsilon_y = \infty \) are
provided for comparison with non-private baselines, where we did
not apply the corresponding LDP mechanism (multi-bit for fea-
tures and randomized response for labels) and directly used the
clean (non-perturbed) values. We performed this experiment using
GCN, GAT, and GraphSAGE as different backbone GNN models and
reported the node-classification accuracy, as illustrated in Figure 3.

We can observe that all the three GNN models demonstrate
robustness to the perturbations, especially on features, and per-
form comparably to the non-private baselines. For instance, on the
Cora dataset, both GCN and GraphSAGE could get an accuracy of
about 80% at \( \epsilon_x = 0.1 \) and \( \epsilon_y = 2 \), which is only 6% lower than the non-private (\( \epsilon = \infty \) method. On the other three datasets, we can
decrease \( \epsilon_x \) to 0.01 and \( \epsilon_y \) to 1, and still get less than 10% accuracy
loss compared to the non-private baseline. We believe that this is a
very promising result, especially for a locally private model pertur-
bating hundreds of features with a low privacy loss. This result shows
that different components of LPGNN, from multi-bit mechanism to
KProp, and the Drop algorithm are fitting well together.

According to the results, the GAT model slightly falls behind
GCN and GraphSAGE in terms of accuracy-privacy trade-off, espe-
cially at high-privacy regimes \( \epsilon_x \leq 1 \), which is mainly due to its
stronger dependence on the node features. Unlike the other two
models, GAT uses node features at each layer to learn attention
coefficients first, which are then used to weight different neighbors
in the neighborhood aggregation. This property of GAT justifies its
sensitivity to the features, and thus it degrades more than the other
two models when the features are highly noisy. On the contrary,
a model like GCN only uses node features in the GCN aggregator
function (Eq. 12) and thus can better tolerate the noisy features.
GraphSAGE averages neighboring node features and then appends
the self feature vector to the aggregation, and therefore it is not as
dependent as GAT on the features. Nevertheless, GAT could also
achieve comparable results for \( \epsilon_x \geq 1 \) on all the datasets.

**Analyzing the multi-bit mechanism.** In Table 2, we com-
pared the performance of our multi-bit mechanism (denoted as
MB) against 1-bit mechanism (1B), Laplace mechanism (LP), and
Analytic Gaussian mechanism (AG) [5]. The 1-bit mechanism [11],
is obtained by setting \( m = d \) in Algorithm 1. The Laplace and Gaussi-
ian mechanisms are two classic mechanisms that respectively add
a zero-mean Laplace and Gaussian noise to the data with a noise
variance calibrated based on the privacy budget, and are widely
used for both single value and multidimensional data perturbation.
Note that the Gaussian mechanism satisfies a relaxed version of
\( \epsilon \)-LDP, namely \( (\epsilon, \delta) \)-LDP, which (loosely speaking) means that
it satisfies \( \epsilon \)-LDP with probability at least \( 1 - \delta \) for \( \delta > 0 \). Here,
we use the Analytic Gaussian mechanism [5], the optimized ver-
sion of the standard Gaussian mechanism, with \( \delta = 10^{-10} \). As all
these mechanisms are used for feature perturbation, we set the
label privacy budget \( \epsilon_y = \infty \) and only consider their performance
under different \( \epsilon_x \in \{0.01, 0.1, 1, 2\} \). According to the results, our
Locally Private Graph Neural Networks

... on Facebook to over 20% on Pubmed comparing to the ad-hoc baselines in all cases, with an improvement ranging from the minimum privacy budget of 0.01, significantly outperforms the multi-bit mechanism in all cases. This is mainly because the variance of our optimized multi-bit mechanism is lower than the other three, resulting in a more accurate estimation. Simultaneously, our mechanism is also efficient in terms of the communication overhead, requiring only two bits per feature. In contrast, the Gaussian mechanism's output is real-valued, usually taking 32 bits per feature (more or less, depending on the precision) to transmit a floating-point number.

To verify that using node features in a privacy-preserving manner has an added value in practice, we set the feature dimension of all the methods equal to the all-one feature vector, unless otherwise stated. We set the best values for $K_x$ and $K_y$ based on the validation loss. Conversely, in the bottom row, we vary $K_x$ in $\{0, 2, 4, 8, 16\}$ and $\epsilon_x \in [0.01, 0.1, 1]$, while fixing $\epsilon_y = 1$ and selecting the best values for $K_y$.

We observe that in all cases, the accuracy of the KProp layer is effective and it can significantly boost the accuracy of the LPGNN depending on the dataset and the value of the corresponding privacy budget. Based on the results, the accuracy of LPGNN rises to an extent by increasing the step parameters, which shows that the model can benefit from larger population sizes to have a better estimation for both graph convolution and labels. Furthermore, when the model is trained on a smaller privacy budget, the KProp layer becomes less effective, mainly due to over-smoothing. But at

**Analyzing the effect of KProp.** In this experiment, we investigate whether the KProp layer can effectively gain performance boost, for either node feature or labels. For this purpose, we varied the KProp's step parameters $K_x$ and $K_y$ both within $\{0, 2, 4, 8, 16\}$, and trained the LPGNN model under varying privacy budget, whose result is depicted in Figure 4. In the top row of the figure, we change $K_x \in \{0, 2, 4, 8, 16\}$ and $\epsilon_x \in (0.01, 0.1, 1)$, while fixing $\epsilon_y = 1$ and selecting the best values for $K_y$. We observe that in all cases, both the feature and the label KProp layers are effective and can significantly boost the accuracy of the LPGNN depending on the dataset and the value of the corresponding privacy budget. Based on the results, the accuracy of LPGNN rises to an extent by increasing the step parameters, which shows that the model can benefit from larger population sizes to have a better estimation for both graph convolution and labels. Furthermore, we see that the maximum performance gain is different across the datasets and privacy budgets. As the estimates become more accurate due to an increase in the privacy budget, we see that KProp becomes less effective, mainly due to over-smoothing. But at...
we investigate how using the Drop algorithm can affect the performance of LPGNN under different feature privacy budgets $\epsilon_f$. The algorithm substantially outperforms the other two methods and can perform better or at least equally compared to the forward correction method. As $\epsilon_f$ increases to 2, the labels become less noisy, so the accuracy difference between Drop and the other baselines shrinks. Still, Drop can achieve high accuracy without using any clean labels for model validation, e.g., for early stopping or hyper-parameter optimization.

### Table 2: Accuracy of LPGNN with different LDP mechanisms ($\epsilon_y = \infty$)

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Mech.</th>
<th>$\epsilon_x = 0.1$</th>
<th>$\epsilon_x = 0.1$</th>
<th>$\epsilon_x = 1$</th>
<th>$\epsilon_x = 2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cora</td>
<td>1b</td>
<td>45.8 ± 3.3</td>
<td>62.3 ± 1.5</td>
<td>59.9 ± 2.7</td>
<td>58.5 ± 2.9</td>
</tr>
<tr>
<td></td>
<td>LP</td>
<td>43.2 ± 3.1</td>
<td>57.8 ± 2.3</td>
<td>61.9 ± 3.1</td>
<td>58.1 ± 2.1</td>
</tr>
<tr>
<td></td>
<td>AG</td>
<td>59.7 ± 2.3</td>
<td>62.7 ± 2.8</td>
<td>67.5 ± 3.0</td>
<td>77.2 ± 1.9</td>
</tr>
<tr>
<td></td>
<td>MB</td>
<td>68.0 ± 2.9</td>
<td>64.6 ± 3.2</td>
<td>83.9 ± 0.4</td>
<td>84.0 ± 0.3</td>
</tr>
<tr>
<td>Pubmed</td>
<td>1b</td>
<td>76.2 ± 0.6</td>
<td>74.8 ± 0.7</td>
<td>81.8 ± 0.4</td>
<td>82.5 ± 0.2</td>
</tr>
<tr>
<td></td>
<td>LP</td>
<td>76.6 ± 0.5</td>
<td>75.2 ± 1.0</td>
<td>81.9 ± 0.4</td>
<td>82.4 ± 0.2</td>
</tr>
<tr>
<td></td>
<td>AG</td>
<td>76.4 ± 0.6</td>
<td>81.5 ± 0.3</td>
<td>82.9 ± 0.2</td>
<td>83.1 ± 0.2</td>
</tr>
<tr>
<td></td>
<td>MB</td>
<td>78.9 ± 0.7</td>
<td>82.7 ± 0.2</td>
<td>82.9 ± 0.2</td>
<td>82.9 ± 0.1</td>
</tr>
<tr>
<td>Facebook</td>
<td>1b</td>
<td>57.0 ± 3.4</td>
<td>76.3 ± 1.6</td>
<td>86.1 ± 0.6</td>
<td>84.0 ± 1.3</td>
</tr>
<tr>
<td></td>
<td>LP</td>
<td>54.2 ± 2.9</td>
<td>72.5 ± 2.1</td>
<td>85.4 ± 0.4</td>
<td>84.8 ± 1.6</td>
</tr>
<tr>
<td></td>
<td>AG</td>
<td>78.2 ± 1.4</td>
<td>85.6 ± 0.7</td>
<td>92.0 ± 0.1</td>
<td>92.4 ± 0.2</td>
</tr>
<tr>
<td></td>
<td>MB</td>
<td>85.8 ± 0.4</td>
<td>91.0 ± 0.4</td>
<td>92.7 ± 0.1</td>
<td>92.9 ± 0.1</td>
</tr>
<tr>
<td>LastFM</td>
<td>1b</td>
<td>40.5 ± 7.4</td>
<td>56.2 ± 2.1</td>
<td>75.5 ± 2.5</td>
<td>68.1 ± 4.1</td>
</tr>
<tr>
<td></td>
<td>LP</td>
<td>43.4 ± 5.7</td>
<td>50.5 ± 2.7</td>
<td>73.1 ± 2.9</td>
<td>67.2 ± 6.7</td>
</tr>
<tr>
<td></td>
<td>AG</td>
<td>63.6 ± 2.4</td>
<td>75.1 ± 1.9</td>
<td>87.7 ± 2.4</td>
<td>83.5 ± 4.6</td>
</tr>
<tr>
<td></td>
<td>MB</td>
<td>75.6 ± 1.6</td>
<td>85.3 ± 0.4</td>
<td>84.9 ± 0.8</td>
<td>85.9 ± 1.1</td>
</tr>
</tbody>
</table>

### Table 3: Accuracy of LPGNN with different features ($\epsilon_y = 1$)

<table>
<thead>
<tr>
<th>Feature</th>
<th>Cora</th>
<th>Pubmed</th>
<th>Facebook</th>
<th>LastFM</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ones</td>
<td>22.6 ± 0.2</td>
<td>38.9 ± 0.4</td>
<td>29.0 ± 1.4</td>
<td>19.6 ± 1.8</td>
</tr>
<tr>
<td>OHD</td>
<td>44.4 ± 3.5</td>
<td>52.5 ± 5.7</td>
<td>77.2 ± 0.3</td>
<td>66.4 ± 1.6</td>
</tr>
<tr>
<td>Rnd</td>
<td>26.4 ± 3.0</td>
<td>56.0 ± 1.3</td>
<td>35.2 ± 5.6</td>
<td>32.3 ± 6.3</td>
</tr>
<tr>
<td>Mbm ($\epsilon_y = 0.01$)</td>
<td>63.0 ± 4.1</td>
<td>78.9 ± 0.2</td>
<td>85.0 ± 0.4</td>
<td>76.9 ± 4.3</td>
</tr>
<tr>
<td>Mbm ($\epsilon_y = 0.1$)</td>
<td>62.4 ± 2.0</td>
<td>76.5 ± 0.4</td>
<td>85.1 ± 0.2</td>
<td>81.2 ± 1.3</td>
</tr>
<tr>
<td>Mbm ($\epsilon_y = 1$)</td>
<td>69.3 ± 1.2</td>
<td>74.9 ± 0.3</td>
<td>84.9 ± 0.2</td>
<td>82.1 ± 1.0</td>
</tr>
</tbody>
</table>

lower privacy budgets, KProp usually achieves the highest relative accuracy gain.

In the case of feature KProp, the performance is also correlated to the average node degree. For instance, at $\epsilon_x = 0.01$, on the social network datasets with a higher average degree, the accuracy gain is around 6% and 10% on Facebook and LastFM, respectively, while on lower-degree citation networks, it is over 20% on both Cora and Pubmed, which suggests that lower-degree datasets can benefit more from KProp. Furthermore, the optimal step parameter $K_x$ that yields the best result also depends on the average degree of the graph. For example, we see that the trend is more or less increasing until the end for citation networks with a lower average degree. In contrast, the accuracy begins to fall over higher-degree social networks after $K_x = 4$. This means that in lower-degree datasets, KProp requires more steps to reach the sufficient number of nodes for aggregation, while on higher-degree graphs, it can achieve this number in fewer steps.

Regarding the label KProp, the performance growth depends not only on the average degree, but also on the number of classes, which can significantly affect the accuracy of randomized response. For instance, despite its high average degree, KProp could increase the accuracy on LastFM with 10 classes by over 20% at $\epsilon_y = 0.5$, while on the other high-degree dataset, Facebook, which has 4 classes, this number is at most 5%. Low-degree datasets still can benefit much from label KProp, with both Cora and Pubmed achieving a maximum of 30% accuracy boost at $\epsilon_y = 1$ and $\epsilon_y = 0.5$, respectively.

**Investigating the Drop algorithm.** In this final experiment, we investigate how using the Drop algorithm can affect the performance of LPGNN under different feature privacy budgets $\epsilon_y$. We compare the result of Drop with the classic cross-entropy, where we directly train the GNN with noisy labels. We also compare with the forward correction method [39], described in Section 3. Note that since our method does not rely on any clean validation data and is tailored for GNNs, it is not directly comparable to other general methods for deep learning with noisy labels that do not have these two characteristics. Table 4 presents the accuracy of different learning algorithms for the three label privacy budgets. It is evident that our Drop algorithm substantially outperforms the other two methods and can remarkably increase the final accuracy compared to the baselines, especially at high-privacy regimes with severe label noise, and also on datasets like LastFM with a high number of classes. Specifically, at $\epsilon_y = 0.5$, using Drop improves the accuracy of LPGNN by over 24%, 31%, 6%, and 25% on Cora, Pubmed, Facebook, and LastFM, respectively, compared to the forward correction method. As $\epsilon_y$ increases to 2, the labels become less noisy, so the accuracy difference between Drop and the other baselines shrinks. Still, Drop can perform better or at least equally compared to the forward correction method. This result suggests that Drop can effectively utilize the information within the graph structure to recover the actual node labels, and more importantly, it can achieve high accuracy without using any clean labels for model validation, e.g., for early stopping or hyper-parameter optimization.

### 5 RELATED WORK

**Graph neural networks.** Recent years have seen a surge in applying GNNs for representation learning over graphs, and numerous GNN models have been proposed for graph representation learning, including Graph Convolutional Networks [26], Graph Attention Networks [47], GraphSAGE [18], Graph Isomorphism Networks [59], Jumping Knowledge Networks [60], Gated Graph Neural Networks [32], and so on. We refer the reader to the available surveys on GNNs [19, 57] for other models and discussion on their performance and applications.

**Local differential privacy.** Local differential privacy has become increasingly popular for privacy-preserving data collection and analytics, as it does not need any trusted aggregator. There have been several LDP mechanisms on estimating aggregate statistics such as frequency [7, 16, 52], mean [11, 12, 50] heavy hitter [54], and frequent itemset mining [40]. There are also some works focusing on learning problems, such as probability distribution estimation.
Locally Private Graph Neural Networks

Quantify the privacy leakage of publicly released GNN models or
categorize potential privacy attacks associated with GNNs and
oracles are also used in other tasks, e.g., frequent itemset mining
testing. Specifically, LDP frequency oracles are considered as
Table 4: Effect of Drop on the accuracy of LPGNN ($\epsilon_x = 1$)

<table>
<thead>
<tr>
<th>Dataset</th>
<th>$\epsilon_y$</th>
<th>Cross Entropy</th>
<th>Forward Correction</th>
<th>Drop</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cora</td>
<td>0.5</td>
<td>18.6 ± 1.3</td>
<td>18.6 ± 2.5</td>
<td>42.9 ± 1.5</td>
</tr>
<tr>
<td></td>
<td>1.0</td>
<td>25.3 ± 1.7</td>
<td>37.1 ± 2.5</td>
<td>69.3 ± 1.2</td>
</tr>
<tr>
<td></td>
<td>2.0</td>
<td>52.9 ± 2.1</td>
<td>75.1 ± 1.0</td>
<td>78.4 ± 0.7</td>
</tr>
<tr>
<td>Pubmed</td>
<td>0.5</td>
<td>37.1 ± 0.9</td>
<td>38.7 ± 1.4</td>
<td>69.8 ± 0.7</td>
</tr>
<tr>
<td></td>
<td>1.0</td>
<td>65.4 ± 0.6</td>
<td>68.8 ± 0.7</td>
<td>74.9 ± 0.3</td>
</tr>
<tr>
<td></td>
<td>2.0</td>
<td>80.5 ± 0.2</td>
<td>81.0 ± 0.2</td>
<td>81.0 ± 0.2</td>
</tr>
<tr>
<td>Facebook</td>
<td>0.5</td>
<td>50.9 ± 4.2</td>
<td>68.9 ± 1.3</td>
<td>75.1 ± 0.6</td>
</tr>
<tr>
<td></td>
<td>1.0</td>
<td>55.2 ± 1.3</td>
<td>73.8 ± 1.1</td>
<td>84.9 ± 0.2</td>
</tr>
<tr>
<td></td>
<td>2.0</td>
<td>81.6 ± 1.2</td>
<td>88.9 ± 0.2</td>
<td>90.7 ± 0.1</td>
</tr>
<tr>
<td>LastFM</td>
<td>0.5</td>
<td>21.1 ± 4.6</td>
<td>44.9 ± 5.3</td>
<td>70.0 ± 3.0</td>
</tr>
<tr>
<td></td>
<td>1.0</td>
<td>28.4 ± 2.5</td>
<td>58.5 ± 3.6</td>
<td>82.1 ± 1.0</td>
</tr>
<tr>
<td></td>
<td>2.0</td>
<td>56.8 ± 2.8</td>
<td>79.2 ± 1.3</td>
<td>85.7 ± 0.7</td>
</tr>
</tbody>
</table>

[3, 12, 22], heavy hitter discovery [6, 8, 54], frequent new term discovery [49], marginal release [10], clustering [37], and hypothesis testing [17]. Specifically, LDP frequency oracles are considered as fundamental primitives in LDP, and numerous mechanisms have been proposed [4, 6, 7, 16, 52, 62]. Most works rely on techniques like Hadamard transform [4, 6] and hashing [52]. LDP frequency oracles are also used in other tasks, e.g., frequent itemset mining [40, 55], and histogram estimation [22, 51, 55].

Privacy attacks on GNNs. Several recent works have attempted to characterize potential privacy attacks associated with GNNs and quantify the privacy leakage of publicly released GNN models or node embeddings that have been trained on private graph data. He et al. [1] proposed a series of link stealing attacks on a GNN model, to which the adversary has black-box access. They show that an adversary can accurately infer a link between any pair of nodes in a graph used to train the GNN model. Duddu et al. [13] presents a comprehensive study on quantifying the privacy leakage of graph embedding algorithms trained on sensitive graph data. More specifically, they introduce three major classes of privacy attacks on GNNs, namely membership inference, graph reconstruction, and attribute inference attack, under practical threat models and adversary assumptions. Finally, Wu et al. [56] propose a model extraction attack against GNNs by generating legitimate-looking queries as the normal nodes among the target graph, and then utilizing the query responses accessible structure knowledge to reconstruct the model. Overall, these works underline many privacy risks associated with GNNs and demonstrate the vulnerability of these models to various privacy attacks.

Privacy-preserving GNN models. While there is a growing interest in both theory and applications of GNNs, there have been relatively few attempts to provide privacy-preserving graph representation learning algorithms. Xu et al. [58] proposed a differentially private graph embedding method by applying the objective perturbation on the loss function of matrix factorization. Zhang and Ni [66] proposed a differentially private perturbed gradient descent method based on Lipschitz condition [20] for matrix factorization-based graph embedding. Both of these methods target classic graph embedding algorithms and not GNNs. Li et al. [29] presented a graph adversarial training framework that integrates disentangling and purging mechanisms to remove users’ private information from learned node representations. Liao et al. [33] also follow an adversarial learning approach to address the attribute inference attack on GNNs, where they introduce a minimax game between the desired graph feature encoder and the worst-case attacker. However, both...
of these works assume that the server has complete access to the private data, which is as opposed to our problem setting. There are also recent approaches that attempted to address privacy in GNNs using federated and split learning. Mei et al. [35] proposed a GNN based on structural similarity and federated learning to hide content and structure information. Zhou et al. [68] tackled the problem of privacy-preserving node classification by splitting the computation graph of a GNN between multiple data holders and use a trusted server to combine the information from different parties and complete the training. However, as opposed to our method, these approaches rely on a trusted third party for model aggregation, and their privacy protection is not formally guaranteed. Finally, Jiang et al. [21] proposed a distributed and secure framework to learn the object representations in video data from graph sequences based on GNN and federated learning, and design secure aggregation primitives to protect privacy in federated learning. However, they assume that each party owns a series of graphs (extracted from video data), and the server uses federated learning to learn an inductive GNN over this distributed dataset of graphs, which is a different problem setting than the node data privacy we studied.

6 CONCLUSION

In this paper, we presented a locally private GNN to address node data privacy, where graph nodes have sensitive data that are kept private, but a central server could leverage them to train a GNN for learning rich node representations. To this end, we first proposed the multi-bit mechanism, a multidimensional $\epsilon$-LDP algorithm that allows the server to privately collect node features and estimate the first-layer graph convolution of the GNN using the noisy features. Then, to further decrease the estimation error, we introduced KProp, a simple graph convolution layer that aggregates features from higher-order neighbors, which is prepended to the backbone GNN. Finally, to learn the model with perturbed labels, we proposed a learning algorithm called Drop that utilizes KProp for label denoising. Experimental results over real-world graph datasets on node classification demonstrated that the proposed framework could maintain an appropriate privacy-utility trade-off.

The concept of privacy-preserving graph representation learning is a novel field with many potential future directions that can go beyond node data privacy, such as link privacy and graph-level privacy. For the presented work, several future trends and improvements are imaginable. Firstly, in this paper, we protected the privacy of node features and labels, but the graph topology is left unprotected. Therefore, an important future work is to extend the current setting to preserving the graph structure as well. Secondly, we would like to explore other neighborhood expansion mechanisms that are more effective than the proposed KProp. Another future direction is to develop more rigorous algorithms for learning with differentially private labels, which is left unexplored for the case of GNNs. Finally, an interesting future work would be to combine the proposed LPGNN with deep graph learning algorithms to address privacy-preserving classification over non-relational datasets with low communication cost.
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A1 Theorem 3.1

Proof. Let \( M(x) \) denote the multi-bit encoder (Algorithm 1) applied on the input vector \( x \). Let \( x^* = M(x) \) be the encoded vector corresponding to \( x \). We need to show that for any two input features \( x_1 \) and \( x_2 \), we have
\[
\frac{P[M(x)=x^*]}{P[M(x)=x^*]} \leq e^6.
\]
According to Algorithm 1, for any dimension \( i \in \{1, 2, \ldots, d\} \), it can be easily seen that \( x^*_i \in [-1, 0, 1] \). The case \( x^*_i = 0 \) occurs when \( i \notin S \) with probability \( 1 - \frac{m}{d} \); therefore:

\[
Pr [M(x_1)_i = 0] = 1 - \frac{m}{d} = 1 \leq e^\epsilon, \quad \forall \epsilon > 0 \tag{15}
\]

According to Algorithm 1, in the case of \( x^*_i \in \{-1, 1\} \), we see that the probability of getting \( x^*_i = 1 \) ranges from \( \frac{d}{m} \cdot e^{-\epsilon/m} \) to \( \frac{d}{m} \cdot e^{-\epsilon/m+1} \) depending on the value of \( x_i \). Analogously, the probability of \( x^*_i = -1 \) also varies from \( \frac{d}{m} \cdot e^{-\epsilon/m+1} \) to \( \frac{d}{m} \cdot e^{-\epsilon/m} \). Therefore:

\[
Pr [M(x_1)_i \in \{-1, 1\}] \leq \max \Pr [M(x_1)_i \in \{-1, 1\}] \leq \frac{d}{m} \cdot e^{-\epsilon/m+1} \leq e^\epsilon/m \tag{16}
\]

Consequently, we have:

\[
\Pr [M(x_1) = x^*] = \frac{d}{m} \prod_{i=1}^d \Pr [M(x_1)_i = x^*_i] = \prod_{i=1}^d \Pr [M(x_1)_i = x^*_i]-1 \prod_{i=1}^d \Pr [M(x_1)_i \in \{-1, 1\}] \leq \frac{d}{m} \cdot e^{-\epsilon/m+1} \leq e^\epsilon/m \tag{17}
\]

\[
\Pr [M(x_2) = x^*] = \prod_{i=1}^d \Pr [M(x_2)_i = x^*_i] = \prod_{i=1}^d \Pr [M(x_2)_i \in \{-1, 1\}] \leq e^\epsilon/m \tag{18}
\]

\[
\Pr [M(x_2) \in \{-1, 1\}] \leq \frac{d}{m} \cdot e^{-\epsilon/m+1} \leq e^\epsilon/m \tag{19}
\]

which concludes the proof. In the above, (18) and (19) follows from applying (15) and (16), respectively, and (20) follows from the fact that exactly \( m \) number of input features result in non-zero output.

\[\square\]

### A.2 Proposition 3.2

We first establish the following lemma and then prove Proposition 3.2:

**Lemma A.1.** Let \( x^* \) be the output of Algorithm 1 on the input vector \( x \). For any dimension \( i \in \{1, 2, \ldots, d\} \), we have:

\[
\mathbb{E} [x^*_i] = \frac{m}{d} \cdot \frac{e^\epsilon/m - 1}{e^\epsilon/m + 1} \left( 2 \cdot \frac{x_i - \alpha}{\beta - \alpha} - 1 \right) \tag{21}
\]

and

\[
\text{Var} [x^*_i] = \frac{m}{d} \cdot \left[ \frac{e^\epsilon/m - 1}{e^\epsilon/m + 1} \left( 2 \cdot \frac{x_i - \alpha}{\beta - \alpha} - 1 \right) \right]^2 \tag{22}
\]

**Proof.** For the expectation, we have:

\[
\mathbb{E} [x^*_i] = \mathbb{E} [x^*_i | s_i = 0] \Pr (s_i = 0) + \mathbb{E} [x^*_i | s_i = 1] \Pr (s_i = 1)
\]

\[
= \frac{m}{d} \cdot \left( 2 \mathbb{E} [t_i] - 1 \right) \tag{23}
\]

Since \( t_i \) is a Bernoulli random variable, we have:

\[
\mathbb{E} [t_i] = \frac{1}{e^\epsilon/m + 1} \frac{x_i - \alpha}{\beta - \alpha} \frac{e^\epsilon/m - 1}{e^\epsilon/m + 1} \tag{24}
\]

Combining (23) and (24) yields:

\[
\mathbb{E} [x^*_i] = \frac{m}{d} \cdot \left[ \frac{1}{e^\epsilon/m + 1} \frac{x_i - \alpha}{\beta - \alpha} + \frac{e^\epsilon/m - 1}{e^\epsilon/m + 1} - 1 \right]
\]

\[
= \frac{m}{d} \cdot \frac{1 - e^{-\epsilon/m}}{e^\epsilon/m + 1} + \frac{2}{\beta - \alpha} \frac{x_i - \alpha}{\beta - \alpha} \frac{e^\epsilon/m - 1}{e^\epsilon/m + 1}
\]

\[
= \frac{m}{d} \cdot \frac{e^\epsilon/m - 1}{e^\epsilon/m + 1} \left( 2 \cdot \frac{x_i - \alpha}{\beta - \alpha} - 1 \right) \tag{25}
\]

For the variance, we have:

\[
\text{Var} [x^*_i] = \mathbb{E} \left[ (x^*_i)^2 \right] - \mathbb{E} [x^*_i]^2
\]

\[
= \mathbb{E} \left[ (x^*_i)^2 \right] | s_i = 0 \Pr (s_i = 0)
\]

\[
+ \mathbb{E} \left[ (x^*_i)^2 \right] | s_i = 1 \Pr (s_i = 1) - \mathbb{E} [x^*_i]^2
\]

Given \( s_i = 1 \), we have \( x^*_i = \pm 1 \), and thus \( (x^*_i)^2 = 1 \). Therefore, combining with (25), we get:

\[
\text{Var} [x^*_i] = \frac{m}{d} \cdot \left[ \frac{e^\epsilon/m - 1}{e^\epsilon/m + 1} \left( 2 \cdot \frac{x_i - \alpha}{\beta - \alpha} - 1 \right) \right]^2 \tag{26}
\]

\[\square\]

**Proof.** We need to show that \( \mathbb{E} [x^*_{v,i}] = x_{v,i} \) for any \( v \in \mathcal{V} \) and any dimension \( i \in \{1, 2, \ldots, d\} \).

\[
\mathbb{E} [x^*_{v,i}] = \frac{1}{2m} \cdot \frac{d(\beta - \alpha)}{e^\epsilon/m + 1} \cdot \mathbb{E} [x^*_i] + \frac{\alpha + \beta}{2} \tag{27}
\]

Applying Lemma A.1 yields:

\[
\mathbb{E} [x^*_{v,i}] = \frac{1}{2m} \cdot \frac{d(\beta - \alpha)}{e^\epsilon/m + 1} \left[ \frac{m}{d} \cdot \frac{e^\epsilon/m - 1}{e^\epsilon/m + 1} \left( 2 \cdot \frac{x_i - \alpha}{\beta - \alpha} - 1 \right) \right] + \frac{1}{2m} \cdot \frac{d(\beta - \alpha)}{e^\epsilon/m + 1} \left( 2 \cdot \frac{x_i - \alpha}{\beta - \alpha} - 1 \right) + \frac{\alpha + \beta}{2}
\]

\[
= \frac{1}{2m} \cdot \frac{d(\beta - \alpha)}{e^\epsilon/m + 1} \left( 2 \cdot \frac{x_i - \alpha}{\beta - \alpha} - 1 \right) + \frac{\alpha + \beta}{2}
\]

\[
= x_{v,i} - \frac{\beta - \alpha}{2} - \alpha + \frac{\alpha + \beta}{2} = x_{v,i}
\]

\[\square\]

### A.3 Proposition 3.3

**Proof.** According to (4), the variance of \( x^*_{v,i} \) can be written in terms of the variance of \( x^*_{v,i} \) as:

\[
\text{Var} [x^*_{v,i}] = \left[ \frac{d(\beta - \alpha)}{2m} \cdot \frac{e^\epsilon/m + 1}{e^\epsilon/m - 1} \right]^2 \cdot \text{Var} [x^*_i]
\]

\[\square\]
Applying Lemma A.1 yields:

\[ V\text{ar} \left[ x'_{u,i} \right] = \left( \frac{d(\beta - \alpha)\cdot e^{\epsilon / m} - 1}{e^{\epsilon / m} - 1} \right) \]

\[ \times \left( \frac{m}{d} \cdot \frac{m}{e^{\epsilon / m}} \right) \left( x_{u,j} - \frac{\alpha}{\beta - \alpha} \right) \]

\[ = \frac{d}{m} \left( \frac{\beta - \alpha}{2} \cdot e^{\epsilon / m} \right)^2 \]

\[ - \left( \frac{\beta - \alpha}{2} \cdot e^{\epsilon / m} - 1 \right) \left( x_{u,j} - \frac{\alpha}{\beta - \alpha} \right) \]

\[ = \frac{d}{m} \left( \frac{\beta - \alpha}{2} \cdot e^{\epsilon / m} + 1 \right) \left( x_{u,j} - \frac{\alpha + \beta}{2} \right)^2 \]

\[ = \frac{d}{m} \left( \frac{\beta - \alpha}{2} \cdot e^{\epsilon / m} + 1 \right) \left( x_{u,j} - \frac{\alpha + \beta}{2} \right)^2 \]

\[ = \frac{d}{m} \left( \frac{\beta - \alpha}{2} \cdot e^{\epsilon / m} + 1 \right) \left( x_{u,j} - \frac{\alpha + \beta}{2} \right)^2 \]

\[ = \frac{d}{m} \left( \frac{\beta - \alpha}{2} \cdot e^{\epsilon / m} + 1 \right) \left( x_{u,j} - \frac{\alpha + \beta}{2} \right)^2 \]

\[ \Box \]

\[ \text{A.4 Proposition 3.4} \]

**Proof.** We look for a value of \( m \) that minimizes the variance of the multi-bit rectifier defined by (4), i.e., \( V\text{ar} [x'_{u,i}] \), for any arbitrary node \( u \in \mathcal{V} \) and any arbitrary dimension \( i \in \{1, 2, \ldots, d\} \). However, based on Proposition 3.3, \( V\text{ar} [x'_{u,i}] \) depends on the private feature \( x_{u,i} \), which is unknown to the server. Therefore, we find the optimal \( m \), denoted by \( m^* \), by minimizing the upper bound of the variance:

\[ m^* = \arg \min m \max_x V\text{ar} [x'] \] (28)

where we omitted the node \( u \) and dimension \( i \) subscripts for simplicity. From Proposition 3.3, it can be easily seen that the variance is maximized when \( x = \frac{\alpha + \beta}{2} \), which yields:

\[ \max_x V\text{ar} [x'] = \frac{d}{m} \left( \frac{\beta - \alpha}{2} \cdot e^{\epsilon / m} + 1 \right) \left( \frac{\beta - \alpha}{2} \cdot e^{\epsilon / m} - 1 \right) \]

\[ = C \cdot z \cdot \left( \frac{\beta - \alpha}{2} \cdot e^{\epsilon / m} + 1 \right) \left( \frac{\beta - \alpha}{2} \cdot e^{\epsilon / m} - 1 \right) \]

\[ = C \cdot z \cdot \coth^2 \left( \frac{z}{2} \right) \]

\[ \text{(30)} \]

where we set \( z = \frac{\epsilon}{2m} \) and \( C = \frac{d}{m} \left( \frac{\beta - \alpha}{2} \cdot e^{\epsilon / m} + 1 \right) \left( \frac{\beta - \alpha}{2} \cdot e^{\epsilon / m} - 1 \right) \), and \( \coth(.) \) is the hyperbolic cotangent. Therefore, minimizing (29) with respect to \( m \) is equivalent to minimizing (30) with respect to \( z \), and then recover \( m^* \) as \( \frac{\epsilon}{2m} \), where \( z^* \) is the optimal \( z \) minimizing (30). More formally:

\[ z^* = \arg \min z \left( C \cdot z \cdot \coth^2 \left( \frac{z}{2} \right) \right) \]

\[ = \arg \min z \left( z \cdot \coth^2 \left( \frac{z}{2} \right) \right) \]

\[ \text{where the constant } C \text{ were dropped as it does not depend on } z \text{. The function } f(z) = z \cdot \coth^2 \left( \frac{z}{2} \right) \text{ is a convex function with a single minimum on } (0, \infty), \text{ as shown in Figure 5. Taking the derivative of } f(.) \text{ with respect to } z \text{ and set it to zero gives us the minimum:} \]

\[ f'(z) = \frac{d}{dz} z \cdot \coth^2 \left( \frac{z}{2} \right) = \coth \left( \frac{z}{2} \right) \left[ \coth \left( \frac{z}{2} \right) - z \cdot \text{csch}^2 \left( \frac{z}{2} \right) \right] = 0 \]

and then we have:

\[ z = \frac{\text{coth} \left( \frac{z}{2} \right)}{\text{csch}^2 \left( \frac{z}{2} \right)} = \frac{\sinh(z)}{2} \]

\[ \text{(31)} \]

\[ \text{Figure 5: Plotting } f(z) = z \cdot \coth^2 \left( \frac{z}{2} \right). \text{ The gray dashed line indicates the location of the minimum.} \]

Solving the above equation yields \( z^* \approx 2.18 \), and therefore we have \( m^* = \frac{\epsilon}{2z^*} \). However, \( m \) should be an integer value between 1 and \( d \). To enforce this, we set:

\[ m^* = \max(1, \min(d, \left\lfloor \frac{\epsilon}{2 \cdot \text{max}(1, 2.18)} \right\rfloor)) \]

\[ \Box \]

\[ \text{A.5 Corollary 3.5} \]

**Proof.** We need to show that the following holds for any node \( u \in \mathcal{V} \):

\[ \mathbb{E} \left[ \hat{h}_{N(u)} \right] = h_{N(u)} \]

The left hand side of the above can be written as:

\[ \mathbb{E} \left[ \hat{h}_{N(u)} \right] = \mathbb{E} \left[ \text{AGGREGATE} \left( \{ x'_{u,i}, \forall u \in N(u) \} \right) \right] \]

Since \( \text{AGGREGATE} \) is linear, due to the linearity of expectation, the expectation sign can be moved inside \( \text{AGGREGATE} \):

\[ \mathbb{E} \left[ \hat{h}_{N(u)} \right] = \text{AGGREGATE} \left( \left\{ \mathbb{E} [x'_{u,i}], \forall u \in N(u) \right\} \right) \]

Finally, by Proposition 3.2, we have:

\[ \mathbb{E} \left[ \hat{h}_{N(u)} \right] = \text{AGGREGATE} \left( \{ x_{u,i}, \forall u \in N(u) \} \right) = h_{N(u)} \]

\[ \Box \]

\[ \text{A.6 Proposition 3.6} \]

**Proof.** According to (4) and depending on Algorithm 1’s output, for any node \( u \in \mathcal{V} \) and any dimension \( i \in \{1, 2, \ldots, d\} \), we have:

\[ x'_{u,i} = \begin{cases} \frac{\alpha + \beta}{2} \cdot \frac{d(\beta - \alpha)}{2m} \cdot e^{\epsilon / m + 1} \cdot e^{\epsilon / m - 1} & \text{if } x_{u,i}^* = -1 \\ \frac{\alpha + \beta}{2} \cdot \frac{d(\beta - \alpha)}{2m} \cdot e^{\epsilon / m + 1} \cdot e^{\epsilon / m - 1} & \text{if } x_{u,i}^* = 0 \\ \frac{\alpha + \beta}{2} \cdot \frac{d(\beta - \alpha)}{2m} \cdot e^{\epsilon / m + 1} \cdot e^{\epsilon / m - 1} & \text{if } x_{u,i}^* = 1 \\ \end{cases} \]

and therefore:

\[ x'_{u,i} = \begin{cases} \frac{\alpha + \beta}{2} - C, & \text{if } x_{u,i}^* = -1 \\ \frac{\alpha + \beta}{2} + C, & \text{if } x_{u,i}^* = 1 \end{cases} \]

\[ \text{where} \]

\[ C = \frac{d(\beta - \alpha)}{2m} \cdot e^{\epsilon / m + 1} \cdot e^{\epsilon / m - 1} \]

\[ \text{(33)} \]

Therefore, considering that \( x_{u,i} \in [\alpha, \beta] \), we get:

\[ |x'_{u,i} - x_{u,i}| \leq \frac{\beta - \alpha}{2} + C \]

\[ \text{and also by Proposition 3.2, we know that} \]

\[ \mathbb{E} \left[ x'_{u,i} - x_{u,i} \right] = 0 \]

\[ \text{(35)} \]
On the other hand, using the mean aggregator function, for any node \( v \in V \) and any dimension \( i \in \{1, 2, \ldots, d\} \), we have:

\[
(h_N(v))_i = \frac{1}{|N(v)|} \sum_{u \in N(v)} x_{u,i}
\]

\[
(h_N(v))'_i = \frac{1}{|N(v)|} \sum_{u \in N(v)} x'_{u,i}
\]

Considering (34) to (36) and using the Bernstein inequality, we have:

\[
\Pr \left[ \left| (h_N(v))_i - (h_N(v))'_i \right| \geq \lambda \right] = \Pr \left[ \left| \sum_{u \in N(v)} (x'_{u,i} - x_{u,i}) \right| \geq \lambda |N(v)| \right]
\]

\[
\leq 2 \cdot \exp \left\{ -\frac{\lambda^2 |N(v)|}{\sum_{u \in N(v)} \text{Var}[x'_{u,i} - x_{u,i}] + \frac{\lambda}{2} \left( \frac{\beta - \alpha}{2} + C \right)} \right\}
\]

\[
= 2 \cdot \exp \left\{ -\frac{\lambda^2 |N(v)|}{2 \text{Var}[x'_{u,i}] + \frac{\lambda}{2} \left( \frac{\beta - \alpha}{2} + C \right)} \right\}
\]

(37)

We can rewrite the variance of \( x'_{u,i} \) in terms of \( C \) as:

\[
\text{Var}[x'_{u,i}] = \frac{m}{d} \left( \frac{d}{\epsilon} \right)^2 \left( x_{u,i} - \frac{\alpha + \beta}{2} \right)^2
\]

(38)

The asymptotic expressions involving \( \epsilon \) are evaluated in \( \epsilon \to 0 \), which yields:

\[
C = \frac{d(\beta - \alpha)}{2m} O\left( \frac{m}{\epsilon} \right) = O\left( \frac{d}{\epsilon} \right)
\]

(39)

and therefore we have:

\[
\text{Var}[x'_{u,i}] = \frac{m}{d} \left( O\left( \frac{d}{\epsilon} \right) \right)^2 \left( x_{u,i} - \frac{\alpha + \beta}{2} \right)^2 = O\left( \frac{md}{\epsilon^2} \right)
\]

(40)

Substituting (39) and (40) in (37), we have:

\[
\Pr \left[ \left| (h_N(v))_i - (h_N(v))'_i \right| \geq \lambda \right] \leq 2 \cdot \exp \left\{ -\frac{\lambda^2 |N(v)|}{O\left( \frac{md}{\epsilon^2} \right) + \lambda O\left( \frac{d}{\epsilon} \right)} \right\}
\]

According to the union bound, we have:

\[
\Pr \left[ \max_{i \in \{1, \ldots, d\}} \left| (h_N(v))_i - (h_N(v))'_i \right| \geq \lambda \right] = \bigcup_{i=1}^{d} \Pr \left[ \left| (h_N(v))_i - (h_N(v))'_i \right| \geq \lambda \right]
\]

\[
\leq \sum_{i=1}^{d} \Pr \left[ \left| (h_N(v))_i - (h_N(v))'_i \right| \geq \lambda \right]
\]

\[
= 2d \cdot \exp \left\{ -\frac{\lambda^2 |N(v)|}{O\left( \frac{md}{\epsilon^2} \right) + \lambda O\left( \frac{d}{\epsilon} \right)} \right\}
\]

(41)

To ensure that \( \max_{i \in \{1, \ldots, d\}} \left| (h_N(v))_i - (h_N(v))'_i \right| < \lambda \) holds with at least \( 1 - \delta \) probability, it is sufficient to set

\[
\delta = 2d \cdot \exp \left\{ -\frac{\lambda^2 |N(v)|}{O\left( \frac{md}{\epsilon^2} \right) + \lambda O\left( \frac{d}{\epsilon} \right)} \right\}
\]

(42)

Solving the above for \( \lambda \), we get:

\[
\lambda = O\left( \sqrt{d} \log(d/\delta) \right) \text{ for } \epsilon \sqrt{|N(v)|} \]

A.7 Corollary 3.7

Proof. The training steps in Algorithm 3.1 only process the output of the multi-bit encoder and the randomized response mechanism, which respectively provide \( \epsilon_x \)-LDP and \( \epsilon_y \)-LDP for each node. Private node features and labels are not used anywhere else in the algorithm except by the multi-bit encoder and the randomized response mechanism. Since Algorithm 3 calls the encoder and randomized response only once per node, and due to the basic composition theorem and the robustness of differentially private algorithms to post-processing [15], Algorithm 3 satisfies \((\epsilon_x + \epsilon_y)\)-LDP for each node. □