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Abstract

Recent works have demonstrated the feasibility of invert-
ing face recognition systems, enabling to recover convinc-
ing face images using only their embeddings. We leverage
such template inversion models to develop a novel type of
deep morphing attack based on inverting a theoretical op-
timal morph embedding, which is obtained as an average
of the face embeddings of source images. We experiment
with two variants of this approach: the first one exploits
a fully self-contained embedding-to-image inversion model,
while the second leverages the synthesis network of a pre-
trained StyleGAN network for increased morph realism. We
generate morphing attacks from several source datasets and
study the effectiveness of those attacks against several face
recognition networks. We showcase that our method can
compete with and regularly beat the previous state of the
art for deep-learning based morph generation in terms of
effectiveness, both in white-box and black-box attack sce-
narios, and is additionally much faster to run. We hope this
might facilitate the development of large scale deep morph
datasets for training detection models.

1. Introduction
Morphing attacks are a particular type of presentation at-

tack which consists in mixing the faces of two contributing
subjects to form a so-called morph, and submit it as a ref-
erence for enrolment in a face recognition system (FRS),
for example as a passport photo. In successful attacks, both
contributing subjects can then be authenticated by the FRS
while using the same passport, which poses an important se-
curity issue. While morphing attacks have historically been
generated using landmark-based face editing (LMA), sev-
eral methods have been proposed over the past years that in-
stead exploit deep learning techniques, in particular Gener-
ative Adversarial Networks (GANs). The resulting “deep”
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Figure 1. Illustration of the morphing process: face embeddings of
the source images are extracted using the FRS F , the correspond-
ing optimal morph embedding is computed by interpolation in the
embedding space, then fed back to the template inversion model I
to get the morph.

morphing attacks showcase concerning effectiveness asso-
ciated with a high realism, although they are generally not
yet as successful as LMA ones. Moreover, the most suc-
cessful GAN-based methods rely on a lengthy latent vector
optimization process which renders difficult the generation
of a large set of attacks, for example, to create a dataset to
train deep morphing attack detection systems.

In parallel of this, recent works in the field of biometric
template inversion have demonstrated the feasibility of in-
verting FRS, i.e., reconstructing a face image starting solely
from an extracted face embedding [27, 26]. This has mas-
sive implications, as it enables one to perform any kind of



arithmetic operations in the embedding space before going
back to the image space. In particular, this method can be
exploited for morphing attack generation by first computing
interpolations between face embeddings of the source iden-
tities, then inverting the interpolated embedding back into
the image space.

The aim of this work is to evaluate the effectiveness of
using a template inversion process for morph generation.
Our main contributions are the following:

• we propose a new strategy to generate approximations
of the optimal morph images from the corresponding
optimal morph embeddings through template inversion
techniques,

• we introduce two novel deep morphing attack gener-
ation algorithms based on two distinct template inver-
sion methods,

• we evaluate the visual quality of the resulting morphs
as well as their attack success rate, both in the settings
where the attacked FRS is identical to or different from
the inverted FRS.

We observe that the proposed methods are competitive with
the previous state of the art in terms of vulnerability, and
sometimes even beat it, both in white-box and black-box at-
tack scenarios. Moreover, our morph generation algorithms
run orders of magnitude faster than the previous state of the
art, making them very practical to generate large deep mor-
phing attack detection datasets.

After contextualizing the state of research on deep morph
generation (section 2.1) and template inversion (section
2.2), we detail our novel morph generation methods in sec-
tion 3.1 and our evaluation process in section 3.2. We then
discuss the results both qualitatively (section 4.1) and quan-
titatively (section 4.2).

2. Related works
2.1. Deep morph generation

Research on morphing attack generation has originally
been focused on landmark-based methods (LMA). Intro-
duced in [14], those methods proceed by warping the source
images to align their facial landmarks, then average pix-
els between the two warped sources to obtain the morph.
As of today, those methods are still typically the most ef-
fective at generating morphs able to fool face recognition
systems (as evaluated for example in [32]). More recently,
new types of morphing generation techniques have arisen,
exploiting recent improvements of deep generative models.
The idea of using a generative adversarial network (GAN)
to generate morphs is first introduced in [9]. Their Mor-
GAN model is obtained by jointly training an encoder from
the image space to a latent space, and a generator back from

the latent space to the image space. Morph latents are then
computed by interpolating between the encoded latents of
both source images, then fed to the generator to obtain the
morph. [30] and [24] expand on this technique by using
instead a pretrained StyleGAN2 network [19]. The image-
to-latent encoder is replaced by an optimization process:
images are projected in the latent space by finding the la-
tent vector minimizing the perceptual distance between the
generated and reference image. Morphs are once again ob-
tained by interpolating the projected latents of the source
images and feeding the resulting latent in the generator.
With respect to MorGAN, the resulting morphs show sig-
nificantly improved visual quality, resolution and realism.
Several later works take inspiration from those ideas: [8]
propose to project LMA morphs in the latent space, before
regenerating them with the GAN, in order to get rid of some
obvious artifacts. [33] propose similar latent interpolation
morphing but replaces the StyleGAN2 backbone by another
transformer-based generator architecture. Finally, [32] get
rid of the interpolation step, and instead directly explores
the latent space in search of a latent whose associated im-
age is an effective morph. This is done by updating the
optimization algorithm to take both source images as input,
and by including an additional biometric loss that uses a
pretrained FRS.

Other types of generative models have also been used:
[4] propose a morphing algorithm based on a diffusion pro-
cess [16]. [20] propose an architecture closer to an autoen-
coder: a decoder is trained to reconstruct face images from
the combination of their face embedding (extracted using
some reference face recognition network), as well as from
another latent vector encoding all the face image content not
related to the identity (this encoder is trained jointly with
the decoder). Morphs can then be generated by altering the
input face embedding fed to the decoder to use instead a
worst-case morph embedding between the two source iden-
tities. Conceptually, this approach starts from the same goal
as our work (invert an optimal morph embedding back to the
image space), but proceeds to it quite differently. Moreover
the resulting morphing attack do not show very strong suc-
cess rates compared to the state-of-the-art. We discuss in
section 4.2 in what ways our method differs from theirs.

2.2. Template inversion

Several methods have been proposed in the literature
to reconstruct face images from facial templates (embed-
dings) as template inversion attacks against face recogni-
tion systems [34, 7, 21, 13, 11, 29, 12, 26, 3, 2]. These
methods can be categorized based on the available knowl-
edge from the face feature extractor model into white-box
and black-box methods. In the white-box methods, such as
[34, 26], the internal functioning and all the parameters of
the face feature extractor model are known, and therefore



Table 1. Template Inversion methods in the literature.

Ref. Reconstruction Reconstruction White-box/ Available
Quality Resolution Black-box source code

[34] low low white-box 7

[7] low low both 7

[21] low low black-box 3

[13] low low both 7

[26] low low white-box 3

[3] high low black-box 7

[2] low low black-box 7

[11] high high black-box 3

[29] high high black-box 3

[12] high high black-box 7

[27] high high both 3

the feature extractor model is used during training of the
face reconstruction network or in gradient-based optimiza-
tion to reconstruct face images. In contrast, in the black-
box methods, such as [21, 13, 29], the internal functioning
of the face feature extractor model is unknown. Therefore,
the feature extractor model cannot be used in the training
process of the face reconstruction network, but can be used
in non-gradient-based optimizations. Since in the white-box
methods more knowledge of the feature extractor model is
available, it is expected (and shown e.g., in [27]) to achieve
better reconstruction performance than black-box methods.
While most methods are proposed only for either white-box
or black-box scenarios, few methods can be applied to both
white-box and black-box template inversion [7, 13, 27].

Template inversion methods can be also categorized by
their output based on the resolution and the quality of re-
construction. Methods that are based on convolutional neu-
ral networks (CNNs), such as [34, 26], often generate im-
ages that suffer from blurriness or other artifacts. Whereas,
most GAN-based methods generate high-quality and realis-
tic (i.e., human-face-like) images. In [13], a network based
on Pro-GAN [17] is trained with bijection learning to gen-
erate realistic face images. Several other methods use Style-
GAN to reconstruct face images from facial templates. For
instance, in [11, 27] StyleGAN is used as the face genera-
tor network and the facial templates are mapped to Style-
GAN’s first or middle layer. Some other works [29, 12]
also used optimization on the input of the StyleGAN to find
the latent code that can reconstruct the face image. While
the StyleGAN-based methods inherit the leverage of high-
resolution face generation of StyleGAN, other methods in
the literature generate low-resolution face images. Table 1
summarizes the template inversion methods proposed in the
literature.

3. Methodology
3.1. Morph generation

We introduce a novel method for creating deep morphing
attacks, which is grounded in the concept of optimal morph
embedding [20]. The process is illustrated in Figure 1.

Given two source images I1 and I2, a facial feature ex-
tractor F (.) which extract face embeddings xi := F (I) ∈
X , and a distance metric d(., .) on X , the optimal morph
embedding is defined by:

x∗ := argmin
x∈X

[d(x1,x) + d(x2,x)] . (1)

In words, the optimal morph embedding is the face embed-
ding whose biometric distance to the embeddings of both
source images is minimized. If in particular the cosine dis-
tance is used as metric, and source embeddings are assumed
to be normalized, we have

x∗ :=
x1 + x2

||x1 + x2||
(2)

An ideal morphing algorithm would only produce face im-
ages whose embedding (for each pair of source images) ex-
actly matches the optimal one. However, while the opti-
mal embedding can be computed, it is in principle only a
theoretical construct, and transforming it back into the im-
age space is a priori non trivial. Nevertheless, given re-
cent progress in template inversion methods, we believe this
transformation is actually feasible and that it will generate
a good approximation of optimal morph images.

Our main idea is thus to leverage a biometric template
inversion method which will be fed with optimal morph em-
beddings. With I(.), a template inversion model trained to
invert F , we compute the morph image Imorph from the
optimal embedding as follows:

Imorph := I(x∗) (3)

We hypothesize that the resulting images are strong candi-
dates for highly effective morphing. We experiment with
two different template inversion systems. The first one
(base inversion) consists of a self-contained decoder going
from the face embedding space back to the image space,
which is expected to be very accurate but also produce im-
ages of limited quality and resolution (which is illustrated in
section 4.1). We thus also experiment with a second inver-
sion system (GAN-inversion) which instead learns a map-
ping from the face embedding space into the latent space of
a pretrained StyleGAN model. In doing so, we can lever-
age the high resolution and realism of StyleGAN generated
images, at the possible cost of a lower inversion accuracy.
We argue that both those approaches can have their merit
depending on whether the main focus is to fool the FRS,
or to fool some human operator, which is why we choose



to experiment with both methods. The template inversion
methods are described in more details in the following sec-
tion.

3.1.1 Template inversion

To reconstruct the morph images from the optimal morph
embeddings, we use state-of-the-art white-box template in-
version methods proposed in [26] (for low-resolution morph
generation) and in [27] (for high-resolution morph genera-
tion). Using a white-box template inversion is particularly
desirable in our problem of morph generation because we
initially have two face images and extract their embeddings
with a feature extractor model. Therefore, it is reasonable
to consider a white-box template inversion method and use
a feature extractor that we have white-box knowledge of.

To train the template inversion models, as a preprocess-
ing step, we first normalize the facial templates to have
them lie on the embeddings hypersphere (as in Eq. 2), and
then train the template inversion network. As mentioned
in Section 2.2, the method in [26] generates 112 × 112
low-resolution face images in a white-box template inver-
sion and the method in [27] generates 1024 × 1024 high-
resolution and realistic face images1. However, the gener-
ated face images by the method proposed in [26] better pre-
serve the identity and achieve a higher attack success rate
than the generated face images by the method proposed in
[27] in the reported vulnerability evaluation of the same face
recognition systems against template inversion attacks.

To train the high-resolution template inversion method
based on [27], we use the exact same GAN training pro-
posed in the original work. However, to train the low-
resolution template inversion method based on [26], we up-
date the original method to improve the reconstruction qual-
ity. Firstly, we applying an additional perceptual loss func-
tion :

LPerc(̂I, I) = ||P (̂I)− P (I)||1, (4)

where I and Î are the original and reconstructed face
images, respectively, and P denotes a pre-trained VGG-
16 [28] network. Secondly, we also add a skip connection
on the convolution blocks.

3.2. Vulnerability evaluation

To study the effectiveness of our approach, we simu-
late morphing attacks on several FRS and evaluate the at-
tack success rate. We compare it to previous state-of-the-art
methods for deep morph generation, mainly StyleGAN in-
terpolation in both the W space (SG-W, as in [24]) and in
the W+ space (SG-W+, as in [30]), as well as the MIP-
GAN method [32]. We regenerate StyleGAN interpola-

1It worth mentioning that the template inversion method proposed in
the [27] is the only method that can generate high-resolution face images
in white-box scenario.

tion morphs using publicly available tools2. For MIPGAN
morphs, we reuse the code of the original papers that has
gracefully been shared with us by the authors.

The evaluation is decomposed in the generation of mor-
phing attacks from a list of images pairs from a source
dataset, followed by the actual vulnerability study where
the morphing attacks are enrolled into a biometric system
then compared against bona fide probes of the contributing
subjects. Following the FRONTEX guideline [15], we cal-
ibrate the operating threshold to achieve a FMR of 0.1%
on a reference bona fide protocol. We then run the vul-
nerability protocol evaluation (protocol where the morph
are enrolled in the system) and report the Mated Morph
Presentation Match Rate as introduced in [25], specifically
the MinMax-MMPMR and ProdAvg-MMPMR generaliza-
tions, at the operating threshold.

We experiment with two sources datasets commonly
used in morphing literature, the Face Research Lab Lon-
don dataset (FRLL) [10] and the Face Recognition Grand
Challenge (FRGC) [23]. For FRLL, we select the same
morphing pairs as in the AMSL dataset (a morphing dataset
also based on FRLL and the morphing method introduced in
[22]). For the vulnerability evaluation, we probe the system
with all available frontal poses of the contributing subjects.
When working with FRGC, we reuse both the morphing
pairs and the probes from [32]. We note in particular that
as part of developing the MIPGAN system, a StyleGAN in-
stance trained on FFHQ ([18]) has to be fine-tuned on the
dataset of contributing subjects. We reuse a MIPGAN sys-
tem that has been geared towards FRGC morphs, meaning
we are not able to also generate FRLL morphs with it. The
MIPGAN method will thus only appear in our vulnerability
study that uses FRGC as the source dataset.

We consider two face recognition systems (FRS), Arc-
Face [1] and ElasticFace [5]. For each of them, we train our
two considered white-box template inversion systems (base
inversion and GAN-inversion), resulting in 4 different tem-
plate inversion systems. For this stage, the FFHQ dataset
[18] is used as training data. The same two FRS are then
also used as attack target for the vulnerability evaluation.
We note that this enables to evaluate how a inversion-based
morphing using an inverter trained on some will perform on
a different FRS.

The considered morphing approaches are summarized in
Table 2. Source code for the replication of those experi-
ments is publicly available.3



Table 2. Considered morphing methods. The inversion and GAN-
inversion methods are relative to a specific face recognition sys-
tem, which will be denoted by either AF (ArcFace) or EF (Elastic-
Face)

Name Approach

Inv-AF/EF Base inversion of optimal template (FRS-
dependent)

GAN-Inv-AF/EF GAN-inversion (W ) of optimal template
(FRS-dependent)

SG-W[24] Proj. and interp.. in StyleGAN2W space
SG-W+ [30] Proj. and interp. in StyleGAN2

W+ space
MIPGAN[32] Optimization in StyleGAN2W+ space

(a) First pair of sources

(b) Second pair of sources

Figure 2. All types of considered deep morphs for two different
pairs of source identities.

4. Results and discussion

4.1. Qualitative discussion

We start with a discussion of the visual aspects of
the obtained morphs which are showcased in Figure 2.
Optimization-based approaches (SG-W, SG-W+ and MIP-
GAN) typically produce morphs that look realistic, and
whose facial features convincingly seem to be mixing el-
ements from both source faces. We note that SG-W morphs
are typically less perceptually similar to the sources than
SG-W+ and MIPGAN ones. We also note that MIPGAN
morphs regularly showcase blurriness artifacts at the border
of the head.

Inversion-based approaches, in contrast, generate
morphs that look characteristically more distant from the
sources. This is not surprising : the inversion model only
has access to face embedding data, which ideally should en-
capsulate solely information crucial for identification, but
no other image features. Non-facial properties (e.g., the
background) as well as irrelevant face covariates (pose, ex-
pression, hairstyle, etc.) can thus be reconstructed in many
different ways and should not be constrained by the content
of the source images.

The base inversion method generate morphs that are very
blurry outside of the face area, and overall have the worst
visual realism of all considered methods. One could argue
that those inversion-based morphs are unrealistic to use in
a real-world scenario. Indeed, the morph having to be sub-
mitted for registration to some passport-issuing authority,
it is likely that the image might get processed by a human
operator at some point in the process. This operator might
easily notice that those morphs are blurry or do not look
like a passport photo. While we agree with this remark, we
suggest that this problem could be circumvented by further
post-processing the resulting morphs to splice the face area
(which looks realistic) into one of the source images. This
is considered for future work.

In contrast, the GAN-inversion morphs have very high
realism, given that they can leverage the richness of Style-
GAN’s face image distribution modelling. In particular,
they do not present easily noticeable artifacts, in contrast to
MIPGAN morphs in which some ghostly areas can some-
times be observed around the hair or close to the border
of the face. In scenarios where fooling a human opera-
tor is crucial for the success of the attack, GAN-inversion
morphs might thus be already effective with little to no post-
processing.

2https://gitlab.idiap.ch/bob/bob.morph.sg2
3https : / / gitlab . idiap . ch / bob / bob . paper .

ijcb2023_inversion_morphing



4.2. Quantitative discussion

Tables 3 and 4 present the vulnerability evaluation re-
sults, with an operating threshold picked on the Experiment
2 protocol of the FRGC dataset [23].

We observe that both inversion methods have a signif-
icant attack success rate. In particular, when the evalu-
ated FRS is the same that has been inverted to generate
the morph, we observe MMPMR in the 40%-50% range
for GAN-inversion, and even above 90% for the base in-
version method. However, this corresponds to an unrealis-
tic scenario where the attacked network is fully accessible
to generate the attack (white-box attack4). In a real-world
setting, it is likely that the attacked FRS would be private,
and one could fear that inverted morphs obtained by target-
ing a specific FRS would only be effective against this same
FRS. However we observe that this is not the case : when
the evaluated FRS is different from the inverted one (black-
box attack), we do observe a general decrease in the attack
success rate, but it still remains at a concerning level. We
also observe that there is some trade-off between realism
and success rate : while GAN-inversion morphs are of very
high quality, they do not perform as well overall as base in-
version ones. In some sense, base inversion could be seen
as a method that is biased towards fooling the FRS, at the
cost of not fooling humans as much, while GAN-inversion
is biased in the opposite direction. We argue that depending
on the specific details of the enrolment process (in partic-
ular how much it is automated or human-processed), both
type of attacks might be relevant.

If we compare inversion-based approaches to previous
methods, we observe that our base inversion method is com-
petitive with the state of the art. Indeed, starting with the
white-box attack scenario, we observe that the Inv-AF sys-
tems beats MIPGAN to attack the ArcFace model by a sig-
nificant margin. We note that MIPGAN should indeed be
considered as a white-box attack on ArcFace, given that it
uses ArcFace to compute a biometric loss during its own
morph generation process. In the black-box attack scenario,
we observe that the Inv-EF system, in particular, showcases
an impressive generalization capability. Indeed, when at-
tacking the ArcFace model, the Inv-EF actually beats MIP-
GAN, despite MIPGAN having access to the ArcFace sys-
tem at morph generation time. The Inv-AF system also
showcases strong black-box attack effectiveness, although
it is still beaten by MIPGAN when attacking ElasticFace,
but only by a very small margin. Moreover, both base in-
version systems always beat SG-W and SG-W+ approaches
in the black-box attack scenario, by a wide margin.

4We emphasize the distinction between white-box attacks (the attacked
FR network is unknown at morph generation time) and white-box template
inversion (the inverted FR network is fully accessible to train the inverter).
We are here using only white-box inversion methods, but applying them
for both white- and black-box morphing attacks.

Table 3. MMPMR on the FRGC vulnerability protocol. Threshold
is set for FMR@1e-3 on the FRGC Experiment 2 protocol. The
FRS column indicates which face recognition system is used at
evaluation time. We distinguish between white-box (�) and black-
box (�) attacks.
FRS Attack MinMax-

MMPMR (%)
ProdAvg-
MMPMR (%)

AF � MIPGAN 73.22 54.77
� Inv-AF 89.88 74.76
� GAN-Inv-AF 42.76 22.81

� SG-W 4.32 1.44
� SG-W+ 60.10 39.97
� Inv-EF 79.65 61.46
� GAN-Inv-EF 16.46 5.85

EF � Inv-EF 87.78 74.58
� GAN-Inv-EF 28.88 14.52

� SG-W 10.19 3.56
� SG-W+ 67.63 48.90
� MIPGAN 75.80 60.10
� Inv-AF 75.09 58.25
� GAN-Inv-AF 28.20 14.73

The GAN-inversion method, however, is not as effective
as previous morphing methods, even though it still show-
cases concerning attack success rates. But we want to em-
phasize that this method is learning a mapping from the
face embedding space into the W space of the used Style-
GAN network, which has a limited capacity. As illustration,
we see for example that switching fromW toW+with the
StyleGAN morphing methods drastically improves the at-
tack success rate. MIPGAN is also finding the morph by
exploring the W+ space. We hypothesize that the perfor-
mance of our GAN-inversion system might be partially lim-
ited by this restriction to the W space, and that learning a
new encoder of face embeddings into theW+ space might
give significant returns. However, the process is trickier to
train given the high dimensionality of the output space. This
is left for future work.

We also want to discuss how our method compared by
the one proposed in [20]. This work also attempts to invert
an optimal morph embedding by (we stick to the formalism
of section 3.1)

1. complementing the facial feature extractor with a sec-
ond encoder E trained to extract image features not
related to the identity,

2. training a decoder D to reconstruct an image from
E(I1) and x∗, which should perceptually look like I1,
but have a face embedding close to x∗.

In some sense, this process learns to introduce impercep-
tible signal guided by I2 onto I1, to bring its face embed-
ding much closer to x∗. While effective, this method’s main
drawback is its reliance on the image features encoder E.



Table 4. MMPMR on the FRLL vulnerability protocol. Threshold
is set for FMR@1e-3 on the FRGC Experiment 2 protocol. The
FRS column indicates which face recognition system is used at
evaluation time. We distinguish between white-box (�) and black-
box (�) attacks.
FRS Attack MinMax-

MMPMR (%)
ProdAvg-
MMPMR (%)

AF � Inv-AF 97.54 94.47
� GAN-Inv-AF 51.58 42.39

� SG-W 1.05 0.64
� SG-W+ 62.63 53.71
� Inv-EF 90.70 85.57
� GAN-Inv-EF 17.19 11.93

EF � Inv-EF 96.67 93.00
� GAN-Inv-EF 37.46 29.10

� SG-W 3.07 2.06
� SG-W+ 72.28 62.81
� Inv-AF 91.75 86.80
� GAN-Inv-AF 41.93 33.07

As this encoder in particular learns general properties of the
image distribution of the training set (e.g. color or textures),
it might struggle with generalizing to other source datasets
(which is unfortunately not evaluated in the original paper),
which could show a different color or textures distribution.
In contrast, we showcased the reliance on this image fea-
tures encoder is actually superfluous, and that effective in-
verted morphs can be obtained solely using optimal morph
embeddings as input.

Finally, inversion-based morphing has additional advan-
tages on top of its high attack effectiveness. Firstly, previ-
ous methods rely on a time consuming optimization pro-
cess exploring the latent space of StyleGAN in order to
find either a good projection of the source images (SG-W,
SG-W+) or directly a candidate latent that generates an ef-
fective morph (MIPGAN). In contrast, once the inversion
model is trained, generating inverted morphs is a straight-
forward process that only requires two forwards passes of
the face recognition network and one forward pass of the
template inverter. For this reason, morphs can be generated
at a speed orders of magnitude faster. This is showcased
in Table 5 which presents typical runtimes for end-to-end
generation of a single morph. We observe that any of the
inversion-based approaches leads to a speed up of around
50x - 75x with respect to MIPGAN. This major speed up
could greatly facilitate the creation of large deep morph
datasets; for example, to enable the training of effective de-
tection models. Secondly, the MIPGAN model is relying on
a fine-tuning of a pretrained StyleGAN-FFHQ model using
the source dataset. It is yet unclear how much the resulting
morphing system is sensitive to the similarity of the source
images to the fine-tuning dataset, and it might not always
be simple to assemble a new adapted fine-tuning dataset

Table 5. End-to-end runtime of each generation algorithm to create
1 morph. The measurements are averaged over 10 morph genera-
tions.

Attack Runtime [s]

SG-W 372.08± 1.46
SG-W+ 373.67± 2.77
MIPGAN 47.43± 1.64
Inv-AF 0.88± 0.05
Inv-EF 0.64± 0.01
GAN-Inv-AF 0.99± 0.05
GAN-Inv-EF 0.75± 0.01

to recalibrate the system for source images that are out-of-
distribution. We showcased that inversion-based morphing
does not suffer from such limitation, as it only relies on the
FFHQ dataset at training, but can then be used out-of-the-
box on various source data (here FRLL and FRGC) while
showing similar success.

4.3. Remark on the detectability of inversion-based
morphs

As we introduce this new deep morphing attack gener-
ation method which shows high effectiveness, we are con-
cerned whether it could also challenge common morphing
attack detection systems. We believe that the new proposed
method should not be drastically more difficult to detect
as previous ones. GAN-inversion morphs in particular are
still in the end a particular output of a StyleGAN model.
StyleGAN images can be reliably detected as showcased
in [31], even when not sampled in a straightforward man-
ner : [6] showcases that SG-W+ and MIPGAN morphs can
also be reliably detected. For morphs obtained with our
base inversion method, we do not have as many guaran-
tees; however [31] claims that the main salient fingerprint
of image generative models is caused by upsampling arti-
facts in the convolutional architecture, a signal that should
thus also be present in our inverted morphs given the archi-
tecture of the inverter. To verify this, we propose to actually
run our morphs through the detection model from [31]. It
is a GAN-image detector that showcases strong generaliza-
tion to unknown generators. We run through this detector
morphs sets derived from FRGC with all of our considered
morphing methods, from which we get a distribution of at-
tack scores. We use a subset of 1000 images of the FFHQ
dataset [18] to generate a set of bonafide scores. We then re-
port in table 6 the AUC as well as the equal error rate of the
detector using those two sets as respectively positive and
negative examples. This corroborates our hypothesis that
both base inversion and GAN-inversion morphs can still be
detected with reasonable accuracy, but still not as well as
previous methods. Improvements in the robustness of exist-
ing detectors to new types of morphing attacks is thus still
needed. Works in this line of research would benefit from



Table 6. Performance of the detector from [31] on morphing sets
derived from FRGC. 1000 images of FFHQ form the bonafide set.

Attack AUC EER (%)

Inv-AF 0.974 7.30
Inv-EF 0.948 11.61
GAN-Inv-AF 0.977 6.70
GAN-Inv-EF 0.982 5.62
SG-W+ 1.000 0.80
MIPGAN 1.000 0.18

having access to deep morphs datasets showcasing a wide
variety of attacks, however such datasets are still scarcely
available. We hope our work can contribute to mitigating
this scarcity.

5. Conclusion
We have demonstrated the feasibility of generating mor-

phing attacks by leveraging template inversion systems to
invert optimal morph embeddings. Both our methods sig-
nificantly improve the generation speed with respect to the
previous state of the art. Moreover, our base inversion mor-
phing method is competitive with the previous state-of-the-
art in terms of attack success rate, and often beats it by a
large margin, both in the white-box and black-box attack
scenario. The Inv-EF system in particular showcases such
strong generalization that even in a black-box attack sce-
nario (when attacking the ArcFace model), it is still more
effective that MIPGAN, despite the latter actually using Ar-
cFace to compute a biometric loss as part of the morph gen-
eration process.

One main limitation of this base inversion method is
that the resulting morphs are somewhat lacking in real-
ism. We believe that a further post-processing of those
morphs to splice them back into one of the source images
could mitigate the visual realism issue while not losing too
much in attack success rate. Our GAN-inversion morph-
ing method does display great realism, but generates at-
tacks with lower (but still problematic) effectiveness. We
hypothesize that this latter method could be improved by
mapping face embeddings into theW+ space of StyleGAN
(which has greater capacity) instead of the W space as is
done currently. Indeed, we note that with StyleGAN inter-
polation methods for example, the simple switch fromW to
W+ drastically improve the effectiveness of the attack. In-
terestingly, despite their reliance on a white-box access to
some FRS, the inversion morphing attacks stays success-
ful when used to attack some other unseen FRS. There is
still however a decrease in effectiveness in this latter case;
improving the generalization to unseen FRS is another di-
rection that might be interesting for future work.

Finally, our methods enable fast generation of large scale
morphing datasets, which we hope could facilitate the de-
velopment and training of deep morphing attack detection

systems.
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