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Abstract� This paper presents the use of a multi�linear classi�er allowing to fuse the results
of several modalities in a multi�modal person identity veri�cation context� In the considered
veri�cation system� each of the d modalities forms an autonomous bloc that produces a score�
which is not only supposed to be monotone but also to have a value between zero and one� The
fusion module that we are discussing here takes a binary decision� accept or reject the identity
claimed by the person� based on the whole of the scores given in parallel by all d modalities�
To realize this fusion module we have developed a classi�er that� on the one hand� accepts the
monotonicity hypothesis and� on the other hand� is based on separating the classes �accept �
reject� by a combination of half�spaces� a technique from which it derived its name� The classi�er
is trained using couples formed by extracting an example from each class and the half�spaces are
determined by maximizing a global separability measure of the thus formed couples� Afterwards�
each region of the partition of the d dimensional space� generated by the half�spaces� is labeled
with the corresponding class� using the Logical Analysis of Data �LAD� method� The performance
of the developed multi�linear classi�er has been evaluated on multi�modal experimental data and
the obtained results are presented�
Keywords� decision fusion� multi�linear classi�er� multi�modal identity veri�cation�
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� Introduction

The automatic identi�cation�veri�cation is rapidly becoming an important tool in several applications
such as controlled access to restricted �physical and virtual� environments� Just think about secure
tele�shopping� accessing the safe room of your bank� � � � � A number of di�erent readily available
techniques� such as passwords� personal �magnetic� cards and PIN�numbers are already widely used
in this context� but the only thing � if any � they really verify� is the correct restitution of a character
and�or digit combination� As is well known� this can very easily lead to abuses� induced for instance by
the loss or theft of a personal card� Therefore a new kind of methods is emerging� based on so called
biometric measures� such as vocal �speech� or visual �face� pro�le� � � � � information of the person
to be identi�ed� Biometric measures in general� and user�friendly �vocal� visual� biometric measures
in particular� are very attractive because they have of course the huge advantage that one can not
lose or forget them� since they are based on a physical appearance measure� We can start using these
user�friendly biometric measures now� thanks to the progress made in the �eld of automatic speech
analysis and arti�cial vision� In general these new applications use a �classical� technique �password�
etc � � � � to claim a certain identity which is then veri�ed using one or more biometric measures�
If one uses only a single user�friendly biometric measure� the results obtained are not good enough�

This is due to the fact that these user�friendly biometric measures tend to vary with time for one and
the same person and to make it even worse� the importance of this variation is itself very variable
from one person to another� This especially is true for the vocal �speech� modality� which shows an
important intra�speaker variability� One possible solution to try to cope with the problem of this
intra�person variability is to use more than one user�friendly biometric measure� In this speci�c case�
each biometric measure is also called a modality� In this new multi�modal context� it is thus becoming
important to be able to combine �or fuse� the outcomes of di�erent modalities� There is currently
a signi�cant international interest in the topic� Also the European project M�VTS �Multi�Modal
Veri�cation for Tele�services and Security applications�� in the framework of which this research work
has been performed� is concerned with this combination of veri�cation modalities�
Combining the outcomes of di�erent modalities can be done by using classical data fusion tech�

niques �Ant�� Das
� Kle�� WL��� but the major drawback of the bulk of all these methods is their
rather high degree of complexity� which is expressed � amongst else � by the fact that these methods
tend to incorporate a lot of parameters that have to be estimated� If this estimation is not done
properly �i�e� using enough training data�� this places a serious constraint on the ability of the system
to correctly generalize �Ben��� But actually a major di�culty of this particular fusion problem is the
scarcity of multi�modal training data� Indeed� to keep the system user friendly� the enrollment of a
�new� client should not take too much time� and as a direct consequence from this� the amount of
client training data tends to be limited� To try to deal with this lack of training data� one possibility
is to develop simple classi�ers �i�e� for instance classi�ers that use only few parameters�� so that their
parameters can be estimated using only limited amounts of training data� The development of such
a simple classi�er is discussed in Section �� This multi�linear classi�er can be situated in the class of
Parametric Templates according to the taxonomy proposed by �WL���
In Section � we show the main characteristics of a multi�modal identity veri�cation system� Sec�

tion � contains the development and Section 
 explains the implementation of the multi�linear classi�er�
The performance of this classi�er has been evaluated using multi�modal experimental data coming
from the M�FDB database �PV� PV�a�� The test protocol and the obtained results are presented and
discussed in Section �� Conclusions and future work are presented in the Sections � and � respectively�

� Multi�modal identity veri�cation system

��� Characterization of an identity veri�cation system

The veri�cation of the identity of a person is typically a two�class problem� either the person is the one
�in this case he is called a client�� or is not the one �in that case he is called an impostor� he claims to
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be� When dealing with binary hypothesis testing �and that is exactly what a classi�er needs to do in
a two class problem�� it is trivial to understand that the classi�er can make two kind of errors �Tre�	��
Applied to this problem of the veri�cation of the identity of a person� these two errors are called�

� False Rejection �FR�� i�e� when an actual client is rejected as being an impostor �

� False Acceptance �FA�� i�e� when an actual impostor is veri�ed as being a client�

The performance of an identity veri�cation system is usually characterized only by global error
rates computed during tests� the False Rejection Rate �FRR � �number of FR���number of client
accesses�� and the False Acceptance Rate �FAR � �number of FA���number of impostor accesses���
A unique measure can be obtained by combining these two errors into the Total Error Rate �TER
� �number of FA � number of FR�� �total number of accesses�� or its complimentary� the Total
Success Rate �TSR � � � TER�� A perfect identity veri�cation �FAR�� and FRR��� is in practice
unachievable� However� as shown by the study of binary hypothesis testing �Tre�	�� any of the two
FAR� FRR can be reduced as close to zero as desired� with the drawback of increasing the other one�
The Equal Error Rate �EER�� i�e� the FAR and FRR when they are the same� is often used as the
only performance measure of an identity veri�cation method�
Mono�modal veri�cation systems are usually built arranging two main modules in cascade� ��� a

module which compares the recorded data from the person under test with a reference client model
and outputs a scalar number� followed by ��� a decision module realized by a thresholding operation�
In such a system the scalar number� which we call score� is assumed to be a monotone measure of
identity correctness� Formally this property can be stated as� given the two scores s� � s�� if accept is
the better decision for s�� then accept is the better decision for s�� and if reject is the better decision
for s�� then reject is the better decision for s��

��� Multi�modal architecture

The straightforward way of building a multi�modal veri�cation system from d mono�modal systems is
to input the d scores provided in parallel into a fusion module which has to take the decision accept or
reject� However� two alternatives remain for the fusion module� dependence or independence of person
identity� For the sake of simplicity we have opted for an identity independent fusion module� The
architecture of the multi�modal veri�cation system is represented in Figure ��

��� Decision fusion as a particular classi�cation problem

In a veri�cation system as the one represented in Figure � with d modalities� the fusion module
has to realize a mapping from R

d into the set frejected� acceptedg� Such a mapping characterizes a
classi�er having a d�dimensional input vector and two classes� frejected� acceptedg� The fusion module
can therefore be designed as a classi�er� however with some application speci�c constraints �see also
Figure ���

Monotonicity The monotonicity property of scores �see section ���� states a monotonicity con�
straint for the classi�er� Formally this property can be stated as� given the two sets of scores
�s��� s

�
�� � � � � s

�
d� and �s

�
�� s

�
�� � � � � s

�
d� such that �i � s

�
i � s�i � if the decision for �s

�
�� s

�
�� � � � � s

�
d� is

accept� then the decision for �s��� s
�
�� � � � � s

�
d� is accept� and if the decision for �s

�
�� s

�
�� � � � � s

�
d� is

reject� then the decision for �s��� s
�
�� � � � � s

�
d� is reject�

Scarcity of training data In an operational veri�cation system� large amounts of impostor accesses
can be simulated with the recordings of other persons� In most applications� client accesses
however are scarce since clients would not accept performing long training sessions�

Tunable FAR�FRR trade�o� As described in section ���� any of the two errors� FAR and FRR�
can be reduced as close to zero as desired� with the drawback of increasing the other one� In



IDIAP�RR ����� �

physical

modality i
scores

identification key

fusion

accepted/rejected

decision:

appearance

Figure �� Multi�modal architecture

certain applications security is preferred �FAR small�� in others client comfort �FRR small�� A
parameter to tune the FAR�FRR trade�o� is therefore desired�

In the next section we present a classi�er �fusion module� designed to take into account the constraints
mentioned above�

� Monotone two�class multi�linear classi�er

��� Principle

We have developed a classi�er determining regions in the d�dimensional space corresponding to the
two classes� based on a combination of half�spaces� We call this classi�er multi�linear classi�er in
reference to the use of several half�spaces� each one building a linear classi�er�
The classi�er training consists of a supervised phase in which the di�erent half�spaces are deter�

mined by hyper�planes which optimally separate pairs of points of either class and where the regions
generated by these half�spaces are labeled with the class identi�er �accept� reject��
At testing� each data point from the test set is simply given the class label of the region it is

belonging to�

��� Training

��� Overview

Given examples of the two classes� the goal is to �nd hyper�planes separating optimally all pairs of
points of either class and to label the generated regions with the corresponding class identi�er� Let�s
describe the samples available for training by the two sets�

� the set of positive points �representing the client claims� fakgk�K � IRd� jKj being the total
number of positive points�

� the set of negative points �representing the client claims� falgl�L � IRd� jLj being the total
number of negative points�
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Figure �� Particular classi�cation problem� ��� monotonicity� ��� scarcity of client accesses for training�
��� tunable FAR�FRR trade�o�

The training of the multi�linear classi�er consists of�

First step Reduction of training samples�

Second step Determination of half�spaces�

Third step Class attribution to intersections of half�spaces�

Each of these steps is going to be detailed separately hereafter�

��� Reduction of training samples

In a �rst step the classi�er reduces the number of data points in the two classes by using the mono�
tonicity hypothesis� In this speci�c case� the constraint of monotonicity implies that a given linear
separator �i�e� a half�space��

� has a positive normal vector� which can be formally expressed as ws
i � ���i � �� � � � � d�

� is considered to separate a particular pair of points only if the positive point �client� is on the
positive side of the separator� and the negative point �impostor� on the negative side�

This monotonicity hypothesis allows a preprocessing of the input of the problem as follows� if there
exists two points x and y in the positive set �respectively negative set� such that xi � yi��i � �� � � � � d�
the point y �respectively x� can be suppressed from the input set�
As a result of this data reduction� only data points situated along the separation surface of the two

classes are maintained� This technique reduces thus also the number of couples that can be formed
consisting of one point from each class� These couples are the ones used in the next step�

��� Determination of half�spaces

Principle The half�spaces are determined by maximizing a separability �discrimination� measure
of point pairs�
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The goal is thus to determine a set of jSj half�spaces given by �ws� ws
�� � IRd� IR� s � S� with the

following property for the discrimination between two points� A given half�space �ws� ws
�� discriminates

between two points x�y � IRd if �xws �ws
�� and �yw

s�ws
�� are both non�zero and of opposite signs�

Because of the monotonicity constraint� it will be considered that �ws� ws
�� discriminates between x�y

only if yws �ws
� � � � xw

s � ws
�� and in this case� the quality of this discrimination is given by the

minimum of the module of these two values� i�e� by minfxws � ws
�� �yw

s � ws
�g�

The total discrimination for the whole set of separators for each pair of points is simply the sum
of the discrimination obtained for each separator� This total discrimination for a pair is de�ned as ��
A reference value for � is given by ��� de�ned as half of the minimal Euclidean distance between a
pair of positive�negative points �x�y�� This is the discrimination for �x�y� that would obtain a single
half�space cutting orthogonally and at the middle� the segment �x�y�� It is obvious that the total
number jSj of half�spaces thus obtained will �amongst else� strongly depend on this user�de�ned value
of �� The greater this value of � is chosen to be� the greater the total number of half�spaces in the set
will be� This dependency of the number of separators in the set on the choice of �� can be observed
in the example of Section ��
 and its impact on the veri�cation results is discussed in Section ����
As we already have announced� we wish to be capable to introduce a bias in the classi�er� This can

be achieved by weighting di�erently the separation towards positive and negative points� Therefore
the previous discrimination measure will be replaced by minf��xws � ws

��� �yw
s � ws

�g� where � is
any non�zero constant� It is clear that the value of � determines the bias that show the half�spaces
with respect to a certain class� In Section ��
 this �attraction tendency� can be observed and the
impact of the choice of � on the veri�cation results is studied in Section ���� The reference value for
� is ���� which corresponds to no bias at all�
One can thus see that the number jSj of half�spaces generated and the bias they show towards one

of either classes� are governed by two user�de�ned parameters respectively called � and ��

Proposed hybrid approach To solve this formal problem� we propose to use two successive phases�
an iterative one followed by a global one� The purpose of the iterative phase is to generate iteratively
a set of jSj linear separators �coarse tuning�� The subsequent global phase is then used to locally
optimize this set of jSj half�spaces ��ne tuning��

The iterative phase In this phase the total separability � to be achieved is �xed �by the user� and
using this value a �rst half�space is calculated� Subsequently� half�spaces are continued to be inserted
iteratively� until the total discrimination � is reached for each pair of points� At each iteration u the
following problem has to be solved� given the two sets of points fakgk�K � fa

lgl�L 	 IRd and the
half�spaces �ws� ws

�� � IRd � IR� s � �� � � � � u� � already determined before the current iteration� �nd
�wu� wu

� �� maximizing the following iterative goal function�

maximize
X

k�K�l�L

minf� �
X
s�S

�klsg ���

where �kls � maxf��minf��a
k
w

s � ws
����a

l
w

s � ws
�gg ���

under the normalization conditions � � � ws
i � ���s � S��i � �� � � � � d ���

and with S � f�� � � � � ug�

The advantage of this method is that the number of half�spaces need not to be �xed a priori� The
disadvantage is that the di�erent half�spaces are added sequentially to the total set of separators and
once they have been entered they are not altered ��ne�tuned� any more by the subsequent iterations�
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As can be seen in equation ���� the maximal quality of the discrimination for a certain pair is
limited to �� This has explicitly been done to limit the in�uence of distant pairs �which are easy to
separate� on the determination of the current half�space�
The iterative phase has been implemented using a gradient descent method� The computation

of the gradient of the iterative goal function is detailed in Appendix A� The initial points for this
method are obtained in a hybrid manner� Some of the initial points are� as is usually the case� chosen
at random� However� a certain number of those initial points are found using a heuristic approach�
i�c� by calculating a half�space that separates the n worst discriminated pairs at a certain moment�
These half�spaces are calculated using one of two simple classical linear classi�ers� either a Fisher or
a nearest�mean linear classi�er �The	� DH���� depending on the convergence of the Fisher classi�er�
The number of random initialization points and the number n of worst discriminated pairs at a certain
moment can both be varied by the user� to allow for the generation of a bigger and�or di�erent set of
initialization half�spaces�
The reason why we have chosen this hybrid form of initialization is to be able to cope with the

following phenomenon� After only a few iterations� the iterative goal function in equation ��� rapidly
degenerates in this sense that it doesn�t stay a smooth surface� where one can easily use a gradient
descent method starting from a randomly chosen initialization point� Instead of the smooth initial
surface� there soon appear very scarce and local peaks in the goal function� This is due to the very
brutal non�linear behavior of our goal function� showing indeed a succession ofmax and min operators�
which introduces discontinuities of the �rst kind� So to have more chances to place the initialization
points at least somewhere in the neighborhood of the slopes of �one of� these peaks� the aforementioned
heuristic with respect to the separation of the n worst separated points is used� The appearance of
these peaks can be clearly observed in the simple two dimensional example of Section ��
��� This simple
heuristic approach guarantees by no means that the global optimum �maximum� of the iterative goal
function for the current iteration is going to be reached at each iteration�

Comment wrt a smoother version of the iterative goal function We did try to improve
the degree of smoothness of our iterative goal function by replacing the max�min operators in equa�
tion ���by a sigmoidal function such as the atanh� but this only improves the smoothness of the slopes
of the peaks and it doesn�t change at all the highly undesirable fact that this goal function rapidly
shows very large plateaus where the gradient descent method has absolutely no chance of working� So
this sigmoidal like function didn�t improve the behavior of the iterative goal function drastically� but
it did increase the computing time severely� so we decided to fall back to the original max�min type
of goal function� adding the heuristic approach for �nding useful initial points�

The global phase In this global phase� the number jSj of separators is �xed a priori and the
purpose of this phase is then to globally maximize the discrimination over all pairs of points by locally
acting on all jSj half�spaces at the same time ��ne�tuning�� The following global goal function has to
be optimized� �nd �wu� wu

� �� which

maximize min
k�K�l�L

X
s�S

�kls �
�

where �klsis de�ned as in ���� under the constraints described in ����

To try to optimize the set of jSj half�spaces that has been found during the iterative phase� the
global phase uses a new goal function� as can be seen when comparing equations �
� and ���� The
main di�erence is that in the global phase we are optimizing the global separation for all pairs� which
for a single pair is not limited any longer to the value of �� as it was the case during the iterative
phase�
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The global phase has also been implemented using a gradient descent method� The computation of
the gradient of the global goal function is detailed in Appendix B� An initial pair of points is selected
at random at each iteration� if the total separation of this pair is above the current minimum� nothing
is changed� otherwise� the parameters ws

i are modi�ed in the direction of the gradient of the objective
function given in �
�� This gradient is calculated in the point where the goal function in equation �
�
is minimal� If there are jN j such points instead of one� then the gradient is calculated in each point�
But in this global approach we can use only one general direction for optimizing all jSj half�spaces at
the same time� To be able to �nd this best direction� the following problem needs to be solved�

Using all jN j global gradient vectors� rS
glob�

� � � � �rS
globjNj

� IR�d����jSj�

�nd an xS � IR�d����jSj such that �n � N � wS � ��xS maximizes expression �
� for all minimal pairs�

Where d is the number of modalities to be combined� jSj is the number of half�spaces in the set�

w � IR�d����jSj is the vector that contains all jSj half�spaces�

jN j is the number of pairs with minimal separation and � is any positive number�

To be able to solve this problem in an easy way� we have transformed it into an alternative form�
In Appendix C it is shown that the preceding problem is equivalent with the following one�

Find xS � IR�d����jSj

Such that �n � N� xS �rS
globn

� � is maximal�

This problem can now be solved easily using linear programming� since all constraints are purely
linear �PTVF���

��� Class attribution to intersections of half�spaces

The resulting set of jSj half�spaces after training induces a partition of the d dimensional space� Each
region of this partition is then coded by a word of jSj bits� indicating its membership to each half�
space� A ��� means the considered region is lying on the positive side of the considered separator and
a ��� means on the negative side� Afterwards the label of one of either classes is attributed to each
region� using the Logical Analysis of Data �LAD� �BHI��� method�
One possibility o�ered by the �exibility of LAD is to attribute a ��� to a certain bit instead of a

��� or a ���� to express a certain doubt with respect to the classi�cation� In our case we have decided
to do this for the regions lying very close to �i�e� in a small zone determined by �� along both sides
of� a certain separator�

Coding of training samples In the binarization phase� a data point of the training set is charac�
terized by a word of jSj bits� according to its membership of a certain region of the partition�

Labeling of the partition After the binarization phase� one of either classes needs to be attributed
to each region of the partition and this is done using LAD�
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��� Testing

During testing the membership of each data point w�r�t� the jSj half�spaces is calculated and each
data point receives simply the class label of the region of the hyper�space it is lying in�

��� Synthetic two�dimensional example

��� Representation of the two classes

Figure � shows the two �synthetic� classes of positive and negative points that are used to explain the
basic ideas and mechanisms explained so far�
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Figure �� Simple two dimensional two class problem

��� Appearance of the goal�function

Figures 
 and � show the appearance of the iterative goal function ��� in the case of this simple
example� after respectively two and �ve iterations� To be able to represent the three components
ws
�� w

s
�and w

s
� of a half�space� the two dimensional components w

s
�and ws

� have been represented onto
one axis by using the transformation �angle� � arccos�ws

�� � arcsin�w
s
��� the other axis being w

s
�� This

transform has also the advantage that it satis�es automatically the normalization constraints ����

It can be clearly seen by comparing Figures 
 and � that already after �ve iterations the goal
function has enormous plateaus in which the classical gradient descent doesn�t work�

��� Determination of half�spaces

Figure � shows the set of half�spaces that the multi�linear classi�er has found in the case of this
example �jSj � ��� This set of half�spaces has been found for the reference values for � and � and
will be used as a reference case to be compared with the following Figures��
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Figure 
� Example of the iterative goal function after two iterations
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Figure �� Example of the iterative goal function after �ve iterations
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Figure �� Set of half�spaces generated for � � � and � � ��

��� In�uence of �

Figure � and 	 show the in�uence of � on the attraction tendency of the set of half�spaces towards one
of either classes� Figure � has been obtained for � � �� and Figure 	 for � � ���� When � becomes
smaller than the reference value� an attraction tendency towards the negative points can be observed
and when � on the other hand becomes larger than the reference value� an attraction towards the
positive points can be seen� Both these sets of half�spaces have been found for the reference value for
�� From the comparison of these two �gures with our reference case� it can be seen that the value of
� has also an in�uence on the number of half�spaces that are generated� When � is chosen smaller
than the reference value� the number of half�spaces decreases w�r�t� our reference case �jSj � 
 � ��
and when � becomes larger than the reference� the number of half�spaces increases w�r�t� our reference
case �jSj � � � ���

This e�ect could have been expected since� when taking a closer look at equation ���� we see that
� has a direct in�uence on the actually calculated discrimination� In the case the two classes are well
separated� a value of � close to the reference value should generate the lowest number of half�spaces�
The more � di�ers from the reference value� the more the half�spaces are approaching the points of one
of either classes and the more half�spaces will therefore be needed to �zig�zag� around these points�
This is a drawback of this method� since ideally spoken the number of half�spaces generated should
only be in�uenced by �� The interdependence of � and � makes it more di�cult to �ne�tune the
method for a speci�c application�

��� In�uence of �

Figure  and �� show the in�uence of � on the number of generated half�spaces� Figure  has been
obtained for � � ���� ��� and Figure �� for � � 
 ���� These sets of half�spaces have both been
found for the reference value for �� When � becomes smaller than the reference value� the number
of half�spaces generated decreases w�r�t� our reference case �jSj � � � ��� When on the other hand
� becomes larger than the reference value� the number of half�spaces generated increases w�r�t� our
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Figure �� Set of half�spaces generated for � � �� and � � ��
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reference case �jSj � � � ���
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Figure � Set of half�spaces generated for � � � and � � ���� ���

��� Discussion

It is important to realize that there shouldn�t be too many half�spaces� Indeed� the ideal number of
separators results from the classical trade�o� between the robustness and the sensitivity of a classi�er�
In the speci�c case of our multi�linear classi�er this compromise can be explained as follows� The more
half�spaces there are� the larger the number of regions of the partition of the d dimensional space�
This means that the number of training data points that are likely to fall in a single region becomes
smaller� This means that the attribution of the class label to the di�erent regions is going to be more
and more in�uenced by isolated training data points� This makes the classi�er on the one hand more
sensitive� but on the other hand at the same time also less robust� This duality is explained below�

Greater sensitivity If those isolated training data points are representative for the real �unknown�
characteristics of the rest of the population then the classi�er did a good job on capturing this
level of detail�

Smaller robustness If those isolated training data points are outliers who�s characteristics are only
marginal related to those of the rest of the population� then the classi�er is going to accumulate
a lot of errors�

This duality can also be expressed in terms of �over�training� and �under�training� the classi�er�
Over�training the classi�er means that we are in fact modeling the noise on the training data� which
leads to a bad generalization capability� This happens when we generate a lot of half�spaces but the
isolated training points are in fact outliers or extreme values� Under�training the classi�er means
that we are not modeling enough signi�cant variations in the training data� which means that we are
generalizing too much� This happens when we generate only a small number of half�spaces such that
meaningful isolated training data points are grouped with the bulk of the training data�
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Figure ��� Set of half�spaces generated for � � � and � � 
 ���

This compromise can be �xed using a supplementary data set �which can be seen as a kind of
validation set��

� Classi�er implementation

The implementation of this method is done in Matlab� and the algorithm e�ectively makes use of
the multidimensional matrices that are one of the di�erences between Matlab
 and Matlab�� Without
having analyzed the intrinsic complexity of the algorithm� we have observed that the execution time of
the method is extremely long� A typical computing time on a LINUX PC �Pentium Pro at ��� MHz�
for an application including three experts� ten initial points� three half�spaces which are generated�
and typically �� data points in the client class and ��� data points in the impostor class after the
data reduction step� is one day�

� Fusion experiments

To test and validate the concept of this multi�linear classi�er� we have chosen to use to experiment
with multi�modal data coming from the M�VTS project �PV� PV�a��

��� M�FDB audio�visual person database

The M�FDB multi�modal database comprises �� di�erent persons and provides � shots for each person�
These shots were taken at one week intervals� During each shot� people were asked ��� to count from
��� to �� in French �which was the native language for most of the people� and ��� to rotate their
head from � to �� degrees� back to � and further to �� degrees� and �nally back again to � degrees�
The most di�cult shot to recognize is the �th shot� This shot mainly di�ers from the others because
of face �variations� �head tilted� eyes closed� di�erent hair style� presence of a hat�scarf� � � � �� voice
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variations or shot imperfections �poor focus� di�erent zoom factor� poor voice signal to noise ratio�
� � � ��

Taking into account the speci�city of our problem �i�e� combining outputs of several modalities�
we are not going to use this �th shot� since we are not interested in developing individual powerful
modalities that work well even under these extreme conditions as presented by shot number ��

��� Individual veri�cation modalities

��� Experimentation protocol

Due to the scarcity of the data� individual modalities were run on the M�FDB database according to
the leave�one�out protocol �DK	��� In our case this means that three shots have been used for training
purposes �one shot has been left out for test purposes� containing �� persons �one person has been
left out for impostor tests�� Using this protocol� ���
��
	 di�erent experiments can be de�ned�

To identify the di�erent experiments� labeling conventions of the form DD CC have been used�
where�

� the �rst two digits DD specify the shot left out�

� the last two characters CC specify the initials of the person left out�

��� Modalities to be fused

In the fusion experiments the following three modalities have been combined�

� a voice modality from the Dalle Molle Institute for Perceptual Arti�cial Intelligence �CH�
�IDIAP�� using a text�dependent Hidden Markov Model method�

� a face �pro�le view� modality from the Universite Catholique de Louvain �BE� �UCL�� based on
a Chamfer pro�le matching method �PV�b��

� a face �frontal view� modality resulting from the collaboration between the Aristotle University
of Thessaloniki �GR� �AUT� and the Ecole Polytechnique Federale de Lausanne �CH� �EPFL��
based on a Morphological Dynamic Link Architecture method �KPF����

As it already has been stated in Section ���� all of these modalities produce a score which is supposed
to be monotone and which lies in the interval ������

The training and testing data sets contain the following information �example is given using the
label �� BP��

� the scores obtained on the training set consisting of the shots �� � and 
 �shot � left out� which
contain each �� persons �person BP left out� and this training set allows us to generate�

� � shots � �� persons � � client claim per person and per shot � ��	 client scores�

� � shots � �� persons � �� impostor claims per person and per shot � ��	� impostor scores�

� the scores obtained on the test set consisting of the shot number � �which contains also the
person BP� and this test set is used to perform�

� �� client claims on the same �� persons contained in the training set �used for calculating
the FRR��

� �� impostor claims using the BP images in shot � on the �� persons contained in the
training set �used for calculating the FAR��
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��� Protocol of fusion experiments

Ideally� three di�erent data sets are needed for training and testing the modalities and the fusion
module� The �rst data set is a training set and is used by each modality to model the di�erent
persons� The second data set is used to train the fusion module and the third one is used to test the
modalities and�or the fusion module� If there is not enough data available to make this possible� the
following errors will be introduced�

� if the test data is the same as the training data� performances will be overestimated� This is
true for both the modalities and the fusion module� This is of course due to the fact that the
modalities and the fusion module will generate the best results for the same data they have been
trained on�

� if the training data for the modalities is the same as for the fusion module� the fusion module
will be under performing� The reason for this is that the fusion module doesn�t get enough
information� Indeed� in the extreme case of modalities that perform perfectly on their training
data� the outcome of such a modality would be either � or �� which leaves the fusion module
with the arbitrary choice of setting the threshold somewhere in between�

In our case this last situation is occurring since we use the same data for training the di�erent
modalities and the fusion module�
Fusion has been performed for �ve di�erent experiments� Four of these experiments have been

chosen to allow each shot to be the one left out� To allow for some possible variation in the experiments
due to an eventual in�uence of the composition of the training database� these four experiments were
each having another person left out� To try to capture an eventual in�uence of the choice of this
person left out� an additional �fth experiment has been introduced leaving out one of the four already
left out persons� but this time leaving out another shot� To try to clarify this explicitly� these �ve
experiments have been labeled as follows� using the convention introduced in Section ������

�� �� BP�

�� �� XB�

�� �� FO�


� �� BP�

�� �
 SP�

Several tests have been performed and each test con�guration was speci�ed by attributing speci�c
values for both � and �� For each test con�guration the same �ve di�erent experiments have been
carried out�

��� Results

��� Single modalities

In order to have veri�cation results from single modalities comparable with the veri�cation results of
the fusion experiment� the results for the di�erent single modalities have been obtained using a global
threshold �i�e� the same for all persons� that has been calculated on the training database using the
Equal Error Rate �EER� criterion� This EER criterion de�nes the threshold as the one for which both
error rates are the same �i�e� FRR � FAR�� Please note that these results have been obtained on test
sets containing only �� data points and this as well for the client tests as for the impostor tests�
Table � shows the veri�cation results for each experiment and for each modality� The last column

gives� as an indication� for each modality the mean value over all �ve experiments� These results are
represented in the classical way� i�e� by expressing FRR and FAR �both in ���
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Modality �� BP �� XB �� FO �� BP �
 SP Mean value
FRR FAR FRR FAR FRR FAR FRR FAR FRR FAR FRR FAR

IDIAP ���	 ��� ���� ��� ���� ��� ���	 ��� ���� ��� ��� ���
UCL ���� ���	 ���� ���� ���� �	� ���� ���	 ���� ���� ���� ����

AUT  EPFL ��� ��� ��� ��
 ��	 	�� ��� ��� ��� ��� ��� ��	

Table �� Veri�cation results in � on test set for single modalities

��� Fused modalities

Table � shows the veri�cation results for each experiment and for di�erent values of �� while � was
given the reference value ��� Table � shows the veri�cation results for each experiment and for di�erent
values of �� while � was given the reference value �� Table 
 shows the veri�cation results for each
experiment and for di�erent values of � and �� both di�erent from their respective reference values�
Table � shows the number of half�spaces generated per test�

� � �� BP �� XB �� FO �� BP �
 SP Mean value
FRR FAR FRR FAR FRR FAR FRR FAR FRR FAR FRR FAR

��	� ���� ��� ���� ��� ���� ��� ��	 ��� 
��� ��� ��� ��� ���� ���
��	� ���� ��� ���� ��� ���� ��� ���� ��� ��
 ��� ���� ��� �	� ���
��� ���� ��� ���� ��� ���� ��� ��	 ��� ��	 ��� ��� ��� ��� ���
��� ���� ��� �	� ��� ��� ��� ���� ��� 
��� ��� ���� ��� ���	 ���
���� ���� ��� 
��� ��� ��� ��� ���	 ��� ���� ��� ���� ��� �	�
 ���
���� ���� ��� �	� ��� ���� ��� ���	 ��� ��� ��� ���� ��� ���� ���

Table �� Veri�cation results in � on test set for fused modalities as a function of �

� � �� BP �� XB �� FO �� BP �
 SP Mean value
FRR FAR FRR FAR FRR FAR FRR FAR FRR FAR FRR FAR

���� ���� ��� 
��� ��� ���	 ��� ���� ��� �	� ��� ���
 ��� ���
 ���
���� ���� ��� 
��� ��� ��� ��� ���	 ��� ���� ��� ���� ��� �	�
 ���
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 ��� �	� ��� �	� ���
���� ��
� ��� ���� ��� ���� ��� �	� ��� 
��� ��� ���� ��� ���	 ���
���� ���� ��� ���� ��� 

�
 ��� 
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Table �� Veri�cation results in � on test set for fused modalities as a function of �

��� Result analysis

��� General

Analyzing the results obtained after fusion� one can see that the FAR is in our case always equal to
zero� This could indicate that the generated hyper�planes are lying too close to the client prototypes�
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� � �� BP �� XB �� FO �� BP �
 SP Mean value
FRR FAR FRR FAR FRR FAR FRR FAR FRR FAR FRR FAR

��	� ���� ��� ��� ��� ��� ��� ��� ��� ��� ��� ��� ��� ��� ���
��	� ���� ��� ��� ��� 	�� ��� ��� ��� ���� ��� ��� ��� ���� ���
��� ���� ��� ��� ��� 	�� ��� ��� ��� ��	 ��� ���� ��� ��� ���
��� ���� ��� ��	 ��� ��
 ��� ���� ��� ��
 ��� 

�
 ��� ��� ���
��� ��	� ��� ���� ��� ���� ��� ��	 ��� ��� ��� ��� ��� ��� ���
��� ���� ��� ���� ��� ��� ��� ��	 ��� ��	 ��� ��� ��� ��� ���
��� ���� ��� ���� ��� ��� ��� ��
 ��� ��� ��� ��� ��� ���� ���
��� ���� ��� ��	 ��� ���� ��� ���� ��� ���� ��� ��� ��� ���� ���
���� ���� ��� 
��� ��� ��� ��� ���	 ��� ���� ��� ���� ��� �	�
 ���

Table 
� Veri�cation results in � on test set for fused modalities as a function of � and �

� � �� BP �� XB �� FO �� BP �
 SP Mean value
S S S S S S

��	� ���� ��� � � � 
 
 ��

��	� ���� ��� 
 � 
 
 � ���
��	� ���� ��� � � � � � ���
��	� ���� ��� � � � � � ���
��� ���� ��� 
 � � � � ���
��� ���� ��� � � � � � ��	
��� ���� ��� � � � � 
 ���
��� ���� ��� 
 � 
 � � ��	
��� ��	� ��� � � � � � ��

��� ���� ��� � � � � � ���
��� ���� ��� � � � � � ���
��� ���� ��� � � � � � ���
���� ���� ��� � � � � � ���
���� ���� ��� 
 � 
 
 
 ��	
���� ���� ��� � � � � � ���
���� ���� ��� � � � � � ��	
���� ��
� ��� � � � � � ���
���� ���� ��� � � � � � ���
���� ���� ��� 
 � 
 � � ���

Table �� The number S of half�spaces generated as a function of � and �
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Another general observation is that there is a great spread in the results obtained over the �ve
experiments in almost each con�guration� This can be� amongst else� attributed to the initialization
procedure� The starting points found by the used heuristics do not always include the best possible
initial point� We have observed that� performing several times the same experiment using di�erent
initialization points� sometimes one of the randomly chosen starting points gives the best optimization
of the goal function� This means that the number of iterations and thus the number of half�spaces
that are generated depend on the initial conditions� This fact alone is already a major drawback for
this method� Other factors are of course the di�erences between persons and the fact that using only
a very limited number of tests� the con�dence intervals for the errors are relatively large�

��� In�uence of �

The in�uence of � is shown in Table �� For values of � greater than one we observe an increase of the
FRR� as could be expected� By using values of � smaller than one we �rst see as expected a decrease
of the FRR� but when � reaches the value of ��	�� the FRR starts increasing again� Normally when the
half�spaces lean more and more towards the impostor prototypes� we would expect a further decrease
of the FRR and a gradual increase of the FAR� That this doesn�t happen might be due to the fact that
a change in � not only modi�es the position� but also the number of half�spaces �see section ��
�
��
Other possible explanations are�

� the impostor and�or client prototypes determined during the training are not really representa�
tive for the client and�or impostor accesses made during testing�

� the monotonicity hypothesis is not valid�

��� In�uence of �

The in�uence of � is shown in Table �� Intuitively we could expect an increase in performance when
the number of half�spaces becomes larger� since the LAD method seems to get more information for
labeling the di�erent section of the partition of the hyper�space� But as the number of half�spaces
increases� the number of sections in that partition also increases and since in this method we are using
only very few training data� the population of these sections will be getting sparse very rapidly �see
Section ����� This phenomenon is in our opinion at the basis of what we observe in Table �� When
� increases� the FRR also increases and when � decreases the FRR decreases until a certain point
����� ���� from where on the FRR starts increasing again� This last phenomenon can be explained
by the fact that when � gets too small� the corresponding half�space�s� don�t have to be �very good�
�the stop criterion for each iteration is reached sooner�� which obviously will lead to more errors�

��� Combined in�uence of � and �

The combined in�uence of � and � is shown in Table 
� These results indicate that this method
can have a very high performance� Indeed� the best results of the multi�linear classi�er outperform
those of the best single modality� The main problem with this is the fact that these �best results� are
obtained for speci�c values of the parameters � and � and unfortunately there is no way of knowing
a priori which values to give to these parameters for optimizing the classi�er in a certain application�
Furthermore the method seems to be rather sensitive to the �correct� values for these two parameters�
This means that the only possibility to �nd �good� values for � and � is to try out a relatively large
number of di�erent values for both parameters� observing results on a validation set� However one
should take into account that this iterative �trial and error� procedure will be time consuming and is
not easy to conduct since there exists an interdependency between the two parameters�
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� Conclusions

Looking at the best results obtained� the multi�linear classi�er intrinsically has the possibility to
become a performing fusion method� When analyzing these results one should however not forget to
take into account the following facts which have an unfavorable e�ect on the results�

� we have used the same set of half�spaces for each person �i�e� a global approach��

� the performances obtained here are a lower bound of what can be obtained in a real application
since in this report we have used the same training data for the modalities as for the decision
module� which implies that the decision module doesn�t get the maximal amount of information�

At this moment the major drawbacks of this method still are�

� the dependency of the results on the initial conditions�

� the problems linked with the determination of the best values for the two parameters � and ��

� the long computing time�

� Future work

A lot of work remains to be done to completely analyze the behavior and the performance of this
multi�linear classi�er� compared with classical and popular classi�ers such as for instance the Multi
Layer Perceptron �MLP�� The main axis for future work and research are the following ones�

� Analyze the intrinsic complexity of the algorithm�

� Minimize the computing time by compiling the Matlab m��les and by adapting the algorithm�

� Find better heuristics which would allow to avoid the use of random initialization points�

� Include a test on the data to check whether the monotonicity hypothesis on the individual
modalities is veri�ed�

� Analyze the validity of the monotonicity constraint for the fusion module by comparing the
half�spaces found by the �rst part of a normally trained MLP �i�e� using back�propagation� and
the half�spaces found by our multi�linear classi�er�

� Analyze the trade�o� between the robustness and the sensitivity of the multi�linear classi�er
�see the discussion in Section �����

� Verify our assumption that the multi�linear classi�er needs less training data than an MLP
�comparison of veri�cation results of both methods using the same �amount of� training data��

� Use Genetic Algorithms to �nd the global optimum of the goal function �SV���

� Compare the multi�linear classi�er with the �rst part of an MLP �the part containing the input
layer and the hidden layer�� using the same number of neurons in the hidden layer of the MLP
than the number of half�spaces we used in our set�
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A Derivation of the iterative goal function

The iterative goal function has been de�ned in expression ���� To simplify this expression� we introduce
the following notations�

�ws �

�
w

s

ws
�

�
� �ak �

�
a
k

��

�
� �al �

�
a
l

��

�
� IRd��

with w
s �

�
B�

ws
�

���
ws
d

�
CA � ak �

�
BB�

ak
�

���
akd

�
CCA � al �

�
BB�

al
�

���
ald

�
CCA � IRd� s � f�� � � � � jSjg

In these expressions d is the number of modalities� jSj is the number of half�spaces in the set� k is
the number of positive and l the number of negative points� �ws is the half�space being added during
the current iteration s�

Furthermore we split �kls into two parts� a �rst part �kl that represents the separation on each
pair �k� l� obtained during the previous iterations f�� � � � � s � �g �note that this part is independent
of the currently added half�space �ws�� taking into account the �clipping� e�ect induced by the max
operator in the expression ��� and a second part �kls that represents the dynamic portion of the
separation� added during the current iteration s �this part depends of course of the current half�space
�ws�� This convention can be written as follows�

�kls� �w
s� � �kl � �kls� �w

s�

Using these new notations� the iterative goal function for the iteration s becomes�

goaliter �
X
k�l

minf���kl � �kls� �w
s�g�

where �kls� �w
s� � maxf��minf���k� �w

s����l� �w
s�gg�

with �x� �w
s� � �ws��ax� x � fk� lg�

Rewriting this goal function to eliminate the max and the min gives�

goaliter �

�
B� X

k�l
s�t��kls��

��
X
k�l

s�t��kls��

�kl �
X
k�l

s�t��kls��

�kls� �w
s�

�
CA

Replacing the �rst two terms �which� as already has been stated� are independent of �ws� respectively
by A and B� the expression becomes�

goaliter �

�
B�A�B �

X
k�l

s�t��kls��

�kls� �w
s�

�
CA

Replacing �kls� �w
s� by its expression and eliminating the max operator leads to the following expres�

sion�

goaliter �

�
BBB�A�B �

X
k�l

s�t��kls��

and minf���k���lg��

minf���k� �w
s����l� �w

s�g

�
CCCA
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Eliminating the min operator gives us then�

goaliter �

�
BBB�A�B �

X
k�l

s�t��kls��

and �����k���l

���k� �w
s� �

X
k�l

s�t��kls��

and ����l����k

��l� �w
s�

�
CCCA

Deriving with respect to �ws yields�

rs
iter �

�
BBB�� � � �

X
k�l

s�t��kls��

and �����k���l

���ak �
X
k�l

s�t��kls��

and ����l����k

��al

�
CCCA

This gradient can then be rewritten in its �nal form as�

rs
iter �

�
BBB�

X
k�l

s�t��kls��

and �����k���l

���ak �
X
k�l

s�t��kls��

and ����l����k

�al

�
CCCA
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B Derivation of the global goal function

The global goal function has been de�ned in expression �
�� To simplify this expression� we introduce
the following new notations�

�wS �

�
BB�

�w�

���

�wjSj

�
CCA � IR�d����jSj

where �ws �

�
w

s

ws
�

�
� �ak �

�
a
k

��

�
� �al �

�
a
l

��

�
� IRd��

and w
s �

�
B�

ws
�

���
ws
d

�
CA � ak �

�
BB�

ak
�

���
akd

�
CCA � al �

�
BB�

al
�

���
ald

�
CCA � IRd� with s � f�� � � � � jSjg

In these expressions d is the number of modalities� jSj is the number of half�spaces in the set� k is the
number of positive and l the number of negative points� �wS is the vector containing all jSj half�spaces�

What is particular for this global approach is that all half�spaces are used at the same time �this
was not the case for the iterative approach� where only the last added half�space was used�� With
these new notations� the global goal function becomes�

goalglob � min
k�l

�X
s

�kls� �w
s�

�

where �kls� �w
s� � maxf��minf���k� �w

s����l� �w
s�gg�

with �x� �w
s� � �ws��ax� x � fk� lg�

This time however there is no need to split �kls as we have done in the iterative approach� since in
this global goal function� the separation for the pair �k� l� is calculated directly for all jSj half�spaces
of the set� without having to deal with the �clipping� e�ect of the iterative goal function� Taking this
into account and rewriting the global goal function replacing �kls by its value� gives�

goalglob � min
k�l

�X
s

maxf��minf���k� �w
s����l� �w

s�gg

�

Eliminating the max operator gives us then the following expression�

goalglob � min
k�l

�
B� X

s

s�t� ��minf���k���lg

minf���k� �w
s����l� �w

s�g

�
CA

Eliminating the min operator gives�

goalglob � min
k�l

�
B� X

s

s�t� �����k���l

���k� �w
s� �

X
s

s�t� ����l����k

��l� �w
s�

�
CA
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Deriving with respect to �ws yields then the gradient for the pair �k� l��

rS
glob � min

k�l

�
B� X

s
s�t� �����k���l

���ak �
X
s

s�t� ����l����k

�al

�
CA
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C Proof of equivalence between two alternative problem for�

mulations

To simplify the development of this proof� we introduce again the following notations�

�xS �

�
BB�

�x�

���

�xjSj

�
CCA � �wS �

�
BB�

�w�

���

�wjSj

�
CCA � IR�d����jSj

where �xs �
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and w
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�
CA � ak �

�
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�

���
akd

�
CCA � al �

�
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�
CCA � IRd� with s � f�� � � � � jSjg

In this expression d is the number of modalities� jSj is the number of half�spaces in the set� k is
the number of positive and l the number of negative points�

Using these conventions� the original problem can be stated as follows�

Using all jN j global gradient vectors� rS
glob�

� � � � �rS
globjNj

� IR�d����jSj�

�nd an xS � IR�d����jSj such that �n � N � wS � ��xS maximizes expression �
� for all minimal pairs�

In this expression jN j is the number of pairs with minimal separation and � is any positive number�

�n � N � we can rewrite the global goal function as follows�

For k� l �xed� k � K� l � L�

goalglob� �w
S� �

SX
s��

�kls

where �kls is the same as in expression ����

Rewriting this gives�

goalglob� �w
S� �

SX
s��

maxf��minfws�ak��ws�algg

Returning to our problem� we can introduce xS in the previous expression�

goalglob� �w
S � ��xS� �

SX
s��

maxf��minf�ws � ��xs��ak���ws � ��xs��algg
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We can eliminate the max by restricting the summation to only those half�spaces that separate
the considered minimal pair� This gives us the following�

goalglob�w
S � ��xS� �

X
s separates k�l

minf�w
s
� ��xs��ak���w

s
� ��xs��alg

Since we want to maximize the additional separation on the minimal pair introduced by going in
the direction xS�� maximizing the previous expression is equivalent with the following expression�

goalglob�w
S � ��xS� � goalglob�w

S� �
X

s separates k�l

�
minf�w

s
� ��xs��ak���w

s
� ��xs��alg �minfws�ak��ws�alg

�

This expression can be rewritten as�

goalglob�w
S � ��xS� � goalglob�w

S� �
X

s separates k�l

�
minfws�ak � ��xs�ak��ws�al � ��xs�alg �minfws�ak��ws�alg

�

Since � is any positive number and since all other quantities involved are positive� the minimum
of both expressions between brackets will not shift� This reduces the previous expression to�

goalglob�w
S � ��xS� � goalglob�w

S� �
X

s separates k�l

minf��xs�ak����xs�alg

Since � doesn�t depend on s� we can place � before the summation�

goalglob�w
S � ��xS� � goalglob�w

S� � ��
X

s separates k�l

minfxs�ak����xs�alg

As we want to maximize this expression and since � is positive� this is equivalent with the following�

goalglob�w
S � ��xS� � goalglob�w

S� �
X

s separates k�l

minfxs�ak����xs�alg

Posing xs�ak � �k and �x
s�al � ��l� and knowing that both these quantities are strictly positive

�because we only consider the half�spaces that actually do separate k� l�� we can rewrite the goal we
are after as maximizing the RHS �Right Hand Side� of the previous expression� This gives us the
following new formulation of the problem to be solved�

Maximize
X
s

s�t� ���k���l

minfxs�ak��xs�alg

Splitting the min function gives us the following�

Maximize

�
B� X

s
s�t� ���k���l

x
s�ak �

X
s

s�t� ����l��k

x
s�al

�
CA

Rewriting this expression using the complete vector of half�spaces xS � this expression becomes�

Maximize x
S �

�
B� X

s
s�t� ���k���l

a
ks �

X
s

s�t� ����l��k

a
ls

�
CA

The expression between brackets is nothing else than the gradientrS
globn

of the global goal function
for the considered minimal pair� This is shown in Appendix B� Using that knowledge� the previous
line gives�

Maximize x
S �rS

globn
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So the original problem can be restated as follows�

Find xS � IR�d����jSj

Such that �n � N� xS �rS
globn

� � is maximal�


