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ABSTRACT

The paper proposes and discusses a machine approach fificeen
tion of unexpected (zero or low probability) words. The aygmh is
based on use of two parallel recognition channels, one eham-
ploying sensory information from the speech signal togettith a
prior context information provided by the pronunciatioctiinary
and grammatical constraints, to estimate ‘in-contextt@asr prob-
abilities of phonemes, the other channel being independktite
context information and entirely driven by the sensory dateliver
estimates of ‘out-of-context’ posterior probabilitiespffonemes. A
significant mismatch between the information from these dhan-
nels indicates unexpected word. The viability of this cqtcs
demonstrated on identification of out-of-vocabulary digit contin-
uous digit streams. The comparison of these two channelije®ma
confidence measure on the output of the recognizer. Unlikesse
tional confidence measures, this measure is not relying onepand
word segmentation (boundary detection), thus it is notcadig by
possibly imperfect segment boundary detection. In addito®ing
a relative measure, it is more discriminative than the cotiwaal
posterior based measures.

hoc setting of the garbage entry penalty which is a critjciafipor-

tant parameter in this approach. For the high entry penakyyy un-
expected words are misidentified as the words in the vocghdita

the low penalty, many in-vocabulary words are treated agpewed
words, thus increasing the WER. In some applications, itccbe
preferable not to change the existing recognizer model gorgtion
because the in-vocabulary recognition can possibly beadegr by
introducing the unexpected word garbage model.

The other alternative approach is to identify potentialignec-
ognized words from the low confidence of the recognition ltesu
[?, ?, 2, ?]. One indicator of confidence is derived by detecting
word and phone segments (usually by back-tracking alignroén
the recognized utterance), and evaluating a normalizechgedike-
lihood or posterior measure inside the detected segmerakying
explicitly on the recognition and segmentation resultshef tecog-
nizer is the main disadvantage of these measures. Theiefieess
of these measures is sensitive to correct and precise idetetseg-
ment boundaries?] 7.

To address this problem, this paper presents an alternaive
proach that does not require explicit recognition or segatem (de-
cisions about phone and word boundaries) in the utteranséedd,

Index Terms— Unexpected words, Confidence measures, Outiwo streams of frame-level probabilities of phonemes arepaved

of-context phone posterior, In-context phone posteri@st&iors
comparison.

1. INTRODUCTION

One of the most serious problems of the current automatimgree
tion of speech (ASR) is its poor ability in dealing with unexged

sounds P, 7]. Be it the word that is not in the dictionary of the recog-

nizer or the word which prior probability of occurrence isvjsuch
an item is likely to be replaced in the output of the recognizne
the high prior probability word that is in the dictionary dfet rec-
ognizer and is emphasized by the language model. This uatisi
property could have disastrous consequences on the wiflitiie
recognizer in applications such as speech data mining ornrd-
tion summarization from the spoken input, since the low phility
words could have very high information value. Unexpecteddso
are not necessarily rare words in general. A word can be wuteg
for an specific small vocabulary task, scenario or conviensatit-

uation but can be common in general. Unexpected word detecti

can be essential for small vocabulary tasks (specific agjics), as
well as large vocabulary.

based on the measure of similarity between their distdioutiOne
stream of probabilities is derived solely from the acoustiitlence
by trained Artificial Neural Net (ANN), called here the ‘out @n-
text posteriors’ or ‘sensory channel’, the other is derifreth acous-
tic evidence together with higher level prior knowledgeg(elexi-
cal and grammar knowledge as available for the existinggeizer)
and long acoustic context, called here the ‘in context pmst or
‘context channel’ P, ?]. The comparison of these two frame level
posteriors provide a frame level confidence measure on thehma
between the acoustic information and prior knowledge. Aifig
cant mismatch can indicate an unexpected word. This waycane
identify unexpected words in parallel with the existing wentional
ASR process, to mark suspect part of the decoded sequen@atha
contain unexpected words. Unlike conventional measuhesnew
measure does not use explicit phone and word segment bgundar
detection, thus it is not affected by imperfect segmentatigore-
over, as compared to the conventional posterior based ewwid
measuresT, 7], it is a relative measure obtained by comparing two
posteriors estimated with different prior knowledge, #fere it is
expected to be more discriminative.

Section 2 introduces the new concept. Section 3 discusses mo
about the sensory and context channels, and the way thenafion

One approach to address the unexpected word problem is usirig each channel is obtained. Section 4 deals with the waywtbe t
some form of a garbage model (i.e. the word model that all@ws f channels are compared to yield a measure of confidence amct det

arbitrary sub-word sequences) that accommodates the ectexp

unexpected words. Section 5 presents the results and cesnther

word [?, ?]. The good match with the garbage model then can indi-new confidence measure with the conventional ones. Sectiores

cate the unexpected word. The use of the garbage model esqdr

final discussions and conclusions.
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Fig. 1. The configuration for our confidence measurement and untegh@mrd detection method. ‘Out of context posteriors’ i sensory
channel are estimated by an MLP. ‘In context posteriors’ha tontext channel are estimated using HMM/ANN layer ittdgy prior and

contextual knowledge. The two channels are compared byuriegghe distance (KL divergence) between posterior vsabeach frame.
This distance is considered as a confidence measure. Thadést are then compared with a threshold to decide on haviegpected word.

2. IDENTIFYING UNEXPECTED WORDS USING count any contextual or prior knowledge about words and tag w
FRAME-LEVEL PHONEME POSTERIOR STREAMS they form utterances. Among different approaches for estirg
phone posteriors, ANNs and more specifically Multi Layerdeer
In our approach, phoneme classification results on speechefr trons (MLPs) provide a discriminative way of estimating peme
level (i.e. the classifications available in equally spasedrvals  posteriors. In this work we use MRASTA phone posterior eatiom
of about 10 ms) are utilized to identify the unexpected woitlss method [?]. The MLP, trained on the training part of the database, es-
is possible by employing the frame-level posterior proligds of  timates the posterior probabilities of phoneme classeadt fame
phonemes derived from two levels of the recognition prote$y-  p(q;|x:). We call these posteriors ‘out of context posteriors’.
brid HMM/ANN ASR [?], one from the feature level that provides
pure input-based posteriors (‘out of context posteritssiisory chan-
nel’), and from the Baum-Welch process that provides phanpos-

teriors derived with the use of the prior knowledge such a®#  Thjs channel provides phoneme posteriors that are derioedniy
and grammar_kno'v‘vledge as avaﬂayble for existing recogrf@er  fom the acoustic input but also by integrating prior knaide (e.g.
context posteriors’/‘context channel’). Similarly as M F], we €S- |exjcal knowledge, grammar, etc.) and the long context efthole
timate these ‘in context phone posteriors’ based on HMMegtas-  tterance that is being recognized. Subsequently, thesticavi-
terior probability definition, estimated using Baum Welcbthod,  gence that match the prior and contextual knowledge is esipéth
integrating prior and contextual knowledge. Comparingcimtext  gnq the evidence that does not support it is suppressed.
posteriors’ obtained this way, and the ‘out of context posts'’ in These ‘in-context posteriors, as studiedn], are given based
the sensory chan_nel provides a measure of confidence on the 0y, HMM state posterior probabilities derived using Baumkiie
put of the recognizer. The comparison is done based on MBESUI ethod, This posterior probability is defined as the proligif
Kullback-Leibler (KL) divergence between the posterioolbility being in state at timet, given the whole observation sequenger

distributions in the sensory and context channels. Wheotewter- 4 modells encoding specific prior knowledge (lexical and gram-
ing an unexpected word, the context channel significantijaties |\ o+ical constraints):

from the sensory channel because the unexpected word isipot s

3.2. Context channel

ported by the prior knowledge. Fi@? shows a digram of our unex- ~(i,t) = p(qi|z1r, M) 1)
pected word detection method. ’ o
Conventional confidence estimation techniqugs? ?, 7] are  \here x+ is a feature vector at timg z1.7 = {z1,...,z7} is an

based on segmenting the utterance into phones and words@nd € 4¢qystic observation sequengeis the HMM state at time, g; is
uating a_Ilkellhood or posterior based measure for the hgmred  he event % = i". Inthe following, we often drop thé/, keeping in
word inside the detected segments. Unlike them, our metbed d ing that all recursions are processed through some priarka#)
not require explicitly recognition results or phone or weeyment  54e( 7.

boundary detection, t_hus it is not affected by imperfecnwg_ation The state posteriors(i, ¢) can be estimated by using HMM for-
and boundary detection. Moreover, as compared to the cboneh ward and backward recursions using local emission praibalit

posterior based confidence measufgs?], it is a relative measure  |ixelihoods i or p(qt modeled by GMMs or ANNS):
obtained by comparing two posteriors estimated with dfeprior plalai) orplaife:) ( y )

knowledge, therefore it is expected to be more discrimieati ) . i
a(i,t) = p(@is,qc)

3. SENSORY AND CONTEXT CHANNELS = pledlar) 3_plailal-1)ott = 1) @
J
3.1. Sensory channel Bi,t) = p(eyrrlar)
This channel provides phoneme posterior probabilitieiseptiriven = > p@elalyOplalala)BG.t+1) ()
j

by sensory data and independent of the long context or pniawk
edge (Fig. ??). The phone posteriors are estimated only from a i a(i, t)B(i,t)
= plalerr, M) = =——— 4

limited span of acoustic feature frames and without takirtg ac- (1) Lo, T)



If we assume that a phoneme is represented by one state ( a: Sensory channel |
in our HMM configuration, theny(i,t) = p(gi|z1.7, M) is the
‘in context phone posterior’ for phoneat timet¢. Otherwise if a
phoneme is modeled with more than one HMM state, the ‘in cdnte
phoneme posterior’ can be simply estimated by adding ugegoss 10 20 30 40 50 '60 70 8 90
of all states composing the phone in the HMM (for more detaifler Frames
to [7, 7]) b: Context channel ‘

As shown in Fig. ??, we use ‘out of context posteriors’ (the
sensory channel content estimated by MLP) as emission pileba
ties for the HMM/ANN layer which integrates prior and cortig
knowledge. This layer can be considered as a filter whichresdsa 10 20 30 40 5 '60 70 80 90
the acoustic evidence matching the prior and contextualladge Frames
and suppresses the evidence which does not match it. As a-cons
qguence, when encountering an unexpected word, the evidepee
resenting the unexpected word is significantly suppredsechuse
of no match with the prior knowledge. Therefore, the contden-
nel deviates from the sensory channel, this deviation atiitig the 10 20
unexpected word.
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4. COMPARING SENSORY AND CONTEXT CHANNELS o M ]
5k | I |

In order to detect unexpected words, the difference betweztwo o - P - e = ~ -
channels is measured. This difference then yields an estiofa Frames
a confidence in correctness of the recognizer output. Invbik,
we use Kullback-Leibler (KL) divergence (KL) to evaluateettif-
ference between the two channels. KL divergence is suitfanle
measuring similarity of two probability distributions.

KL distance

Fig. 2. ‘Out of context’ and ‘in context’ posteriors and their diffe
ence and divergence for the utterance ‘five three zero’, eslibree’
has considered as unexpected word.

KL(S:,Cy) = E Stloga —Cti confidence measures for the correctness of the recognizputou
, t . .
@ The divergence measures are then smoothed and compared with
Z (qt Ia:t) threshold to decide if there is an unexpected word.

5. EXPERIMENTS AND RESULTS

WhereS; is the posterior vector in the sensory channel at frame
andC is the posterior vector in the context channel at framg; In this section, we report the initial results in detectingexpected
andC} show theith element of the posterior vectors at frame words. We have used OGI digits databa®fpr the experiments.

The frame level KL divergence as a function of time is thenThere are 29 context-independent phones (monophones).aVée h
smoothed by a moving average filter to emphasize word-lei®l m introduced each of the words individually as an unexpectexiy
match between two posterior streams. An unexpected wond is i removing it from the vocabulary. The MLP based MRASTA method
dicated by increase in smoothed KL divergence above thesgtre- [?] was used to estimated phone posteriors for the sensornehan

threshold. There are 2169 utterances in the test set and 2547 utteramittes
A sample of ‘in context’ and ‘out of context’ posteriors ineth training set.
sensory and context channels, their difference and KL demre For the context channel, the phone posteriors in the sensory

over time is shown in Fig.??. The utterance contains ‘five three channel are used as emission probabilities for an HMM/ANbd¢k)
zero' where the word ‘three’ represents an unexpected waoot, The role of this block is to integrate prior and contextuabkiedge
present in the vocabulary. Fig??.a shows the posteriors in the to estimate ‘in context posteriors’. The topology of this NKWANN
sensory channeR?.b shows the posteriors in the context channel,block contains all the words in the vocabulary except the thiag
and ??.c shows the difference betweé&f.a and??.b. As it can be was removed. The phone posterior vectors in the two charamels
seen, there is a region with major difference correspontiinthe = compared frame by frame by measuring the KL divergence. The
word ‘three’ (which is marked roughly by dashed lines). Fi.d divergence measures are then smoothed by a moving avertage fil
shows the KL divergence between the two posteriors. Agaétk pe with the length of 10 frames. The smoothed divergence measur
corresponding to the word ‘three’ can be observed. are used as confidence measures and compared with a thréshold
Figure?? shows a diagram of the whole system: The phone posmake a decision on detecting the unexpected word.
teriors in the sensory channel are estimated by an MLP. Thagh We have compared our posterior based confidence measure with
posteriors in the context channel are estimated using an Hi\i&A a group of conventional posterior based confidence measguees
grating prior and contextual knowledge. This HMM layer utes  sented in the literature[ ?]. These confidence measures (and many
MLP posteriors in the sensory channel as the state emisgitmabil-  basically similar ones?, ?]) are based on recognition and segmen-
ities. The content of the two channels (‘in context’ and ‘otiton-  tation of the utterance into phonemes and words (by badkitrg
text’ posteriors) are compared based on measuring KL divergat  alignment of the recognized utterance), and evaluatingséepor
each frame. The divergence measure is considered as a feaate | based measure inside the detected segments for the hyigethes
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explicit segmentation and boundary detection. This is dreelean-
tages which could lead to the observed better performanaaiof
system. The other possible advantage is that our technigoe c
pares two phoneme posterior streams derived using diffeméor
constrains but using identical acoustic evidence. Thiddcallevi-
ate inherent inconsistency of confidence estimates basabsmiute
posterior or likelihood measures.
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£ o E owapprozch Another interesting consequence of comparing the resuits f
HEE K =2 e based NPCM . two parallel posterior streams is that the large divergeretereen
= ¢’ the two streams could be also an indication of the corredsuec
0.4 4 B . . . .
u in the context-constrained stream and the incorrect onkérsen-
o3k 1 sory stream. Thus, one possibly fruitful extension of therent
i technique would be to investigate it as a general confidereasore
021/ ] technique.
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