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Summary
Machine Translation (MT) has made considerable progress in the past two decades, particularly in
the last few years due to the introduction of architectures based on neural networks (NNs). Before
NNs, the state-of-the-art was dominated by statistical approaches, which, despite the extensive
research work, were surpassed by the power of NNs. MT models learn to translate from large
amounts of parallel sentences in different languages. The focus on sentences brings a practical
simplification for the task, but also has the disadvantage of missing contextual information while
translating a document. This issue cannot be minimized, as MT is commonly used for translating
entire documents rather than individual sentences. One key point is that the dependencies among
distant words, related to discourse-level constraints, are being ignored, even inside a single sen-
tence. This often results in a lack of coherence in the translated text. Although several research
studies have approached this problem in the framework of statistical machine translation, to the
best of our knowledge, no research work has been done yet in the framework of neural machine
translation (NMT) on discourse-level constraints.

The objective of this thesis is to improve the automatic translation of documents by including
discourse-level constraints. We address the problem in four stages. First, we will focus on the
connections at the sentence level. Currently, sentences are modeled as sequences, where each
word is conditioned on the previous ones. However, in practice, this model does not fully capture
the long-range dependencies between words, in particular, those related to lexical choice of entity
mentions (i.e. nouns or pronouns). We propose to enhance the sequential model to infer long-
term connections. For this purpose, we plan to extend its memory capacity, and incorporate
an “attention” mechanism to help the network to focus in specific part of the sentence useful
to predict a particular word. Second, we will expand this idea to model connections among
different sentences. Inspired by the notion of human reading, we propose to incorporate an external
“memory” to give the network the capacity to retain information from past sentences, and to create
internal representations of a text. Third, we will formulate and study the problem of document-
level neural MT. The idea is to model and optimize the translation of a document as a whole
(instead of independent sentences), including the same internal connections among words as above.
Finally, we consider the possibility to incorporate, in the document-level architecture, internal
mechanisms such as coreference resolution to enforce the learning of discourse-level dependencies
by a multitask learning approach.

In summary, the contributions of the thesis will be as follows:

(i) Incorporating long-term dependencies for modeling discourse constraints at sentence-level
NMT.

(ii) Modeling memory representations of a text to enhance the capacity of the network to make
simple reasoning for text understanding.

(iii) Proposing a new neural network architecture for document-level NMT.
(iv) Learning discourse constraints from annotated data for document-level NMT.

During the past year, we addressed the specific problem of improving the translation of entity men-
tions with the help of coreference resolution (i.e. grouping mentions that refer to the same entity).
We implemented a coreference-aware translation system that helps to disambiguate the transla-
tion of mentions by optimizing the similarity of mention-grouping in source and target documents.
We designed two different approaches: the first one selects the set of sentences which maximize a
document-level similarity score; the second one selects, for each entity, the set of mentions which
maximize a cluster-level similarity score. We tested both approaches on Spanish-English transla-
tion, and obtained significant improvements in the translation of pronominal mentions compared
to the baseline.

The research proposal is organized as follows: Section 1 reviews the state-of-the-art in MT, Sec-
tion 2 presents the research performed during the first year, Section 3 offers a detailed description
of the research plan for the following years; and finally Section 4 contains the timetable.
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1 State-of-the-art

1.1 Statistical Machine Translation

Statistical machine translation (SMT) (Brown et al., 1990) is a machine translation (MT) approach
based on statistical models. The parameters of the model are learned from a corpus of parallel
sentences in source and target languages. A sentence is represented as a sequence of words, or
tokens (including punctuation, and special treatment for compound words), and the objective is
to find the most probable sentence in the target language ebest given a sentence in the source
language f :

ebest = arg max
e

p(e|f) ≈ arg max
e

p(f |e)p(e)

The translation is expressed as an optimization problem, but the search space increases exponen-
tially according the length of the sentence. Therefore, by applying Bayes Theorem, the problem is
divided in two parts: the translation model p(f |e), and the language model p(e). This transforma-
tion permits the reduction of the search space by giving priority to well-formed sentences, i.e. with
higher probabilities according to the language model. The introduction of the phrase-based trans-
lation model (Koehn et al., 2003), and later of the enhanced hierarchical phrase-based translation
model (Chiang, 2005) was a big step towards making SMT feasible. The input sentence is divided
into “phrases” which are translated independently and then reordered. This approach was the
state-of-the-art until very recently, surpassed only by the introduction of neural networks.

The most common evaluation method for MT is the BLEU score (Papineni et al., 2002). It is
a simple automatic metric that varies from 0 to 100, and measures the degree of similarity of
the translation with one or more reference human translations by calculating the n-gram precision
between them. Another similar metric is METEOR (Lavie and Denkowski, 2009), which measures
unigram precision and recall, and utilizes flexible word matching with morphological variants and
synonyms.

1.2 Neural Machine Translation

The earliest attempt to use neural networks in MT was to replace the frequency-based Bayesian or
n-gram language model (Jelinek, 1980) for a neural language model (Bengio et al., 2003; Schwenk
et al., 2006). Later, feed-forward neural networks were used to enhance the phrase-based systems
by rescoring the translation probability of phrases (Devlin et al., 2014). In spite of improving the
translation performance, they required the phrases to have a fixed length. This issue was addressed
by recurrent neural networks. The state-of-the-art for MT is based on this arquictecture.

1.2.1 Recurrent Neural Networks

Recurrent neural networks (RNNs) offer a principled way to represent sequences. It estimates a
conditional probability distribution of a sequence x = (x1, ..., xT ) by learning to predict one ele-
ment at a time given the previous ones p(xt|x1, ..., xt−1). This is possible because its hidden states
form a directed cycle, which allows the network to have dynamic temporal behavior (Figure 1). At
time t, the hidden layer is updated as follows: ht = f(ht−1, xt), where f is a non-linear activation
function. And, the output is emitted according: yt = g(ht), where g is a normalization function,
usually softmax over the vocabulary.

RNNs, however, suffer of vanishing gradient problem (Pascanu et al., 2013). During the learning
process, neurons in early layers learn much more slowly than neurons in later layers. This means
that RNNs have a limited memory over time steps. Long short term memory (LSTM) networks
(Hochreiter and Schmidhuber, 1997) helps to overcome this problem. LSTMs are RNNs with
the capability of maintaining long-term dependencies, thanks to the introduction of specialized
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Figure 1: Recurrent neural network: Unfolded representation (Olah, 2015)

gates which allow it to remember and forget information according the learning needs. Current
neural machine translation (NMT) systems are based on LSTM or similar arquitectures like gated
recurrent units (GRU) (Cho et al., 2014; Chung et al., 2014).

1.2.2 Sequence to Sequence Model

The sequence to sequence model represents a conditional distribution of emitting a sequence given
another p(y1, ..., yn|x1, ..., xm). The initial model applied for machine translation (Cho et al.,
2014), consists of two RNNs: an encoder and a decoder. The encoder is a simple RNN that emits
an output c only in the last step of the encoding. This output c can be understood as the vector
representation of the source sentence in a continuous space, where the assumption is that “similar”
sentences are close to each other. Based on this representation, the decoder generates a sequence
of words in the target language as follows:

p(yt|y1, ...yt−1, c) = g(st, yt−1, c) s.t. st = f(st−1, yt−1, c) (1)

where st is the hidden state of the decoder at time t. The conditioning over previously emitted
words ensures that the output sequence is a valid sentence, in the same manner as a language
model. One drawback of this model is that while short sentences can be represented in a vector
successfully, longer ones may not (Pouget-Abadie et al., 2014). The performance of translation
degrades with the length of the sentences.

1.2.3 Attention Mechanism

To avoid the degradation of the translation of long sentences, (Bahdanau et al., 2014) introduced
an attention mechanism, which allows the decoder to select at each step which part of the source
sentence is more useful to predict the next output symbol. Therefore, instead of a unique sentence
representation, the output will be dependent on a context vector ct, which is a weighted sum over
all hidden states of the encoder. Equation 1 is modified as follows:

p(yt|y1, ...yt−1, ct) = g(st, yt−1, ct); s.t st = f(st−1, yt−1, ct), ct =
Tx∑
j=1

αtjhj (2)

and αtj = softmax(a(st−1, hj))

where hj is the hidden state of the encoder position j, and αtj is a weight calculated from a
normalized “alignment function” a, that scores how good is the match between the input at
position j and the output at position t. Figure 2 shows an example of translation with attention
mechanism where the values of the alignment weights α are represented by the thickness of the lines
connecting the source and target sentences. The translation is made from English to German and
French. We can see that the alignments change for different languages following their respective
grammatical order.

Several other modifications to the attention model have been studied in search of more efficiency,
but the performance of translation has not been significantly improved (Luong et al., 2015a; Xu
et al., 2015). One advantage of attention-based NMT is that it incorporates flexibility while
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Figure 2: Example of translation using attention mechanism for English to German, and French. (Cho, 2015).

translating language pairs with different grammatical order, a point with which SMT struggles.
A comparison between phrase-based SMT and NMT in terms of quality of translation (Bentivogli
et al., 2016), concludes that NMT generates fewer morphological, lexical, and word order errors.
For instance in the latter case, it produces 70% less errors than SMT. However, the NMT approach
suffers for a limited size vocabulary, and it fails to translate all source words, so for example
negative clauses are sometimes translated as positive ones (Bentivogli et al., 2016) a type of error
which is difficult to recover by a reader with no understanding of the source text.

Some additional techniques to improve the quality of translation of NMT systems are important to
finally out-perform SMT (Bojar et al., 2016). Usually in NMT, the words are inputted as one-hot
vector. This vector has a limited size (vocabulary size) therefore only the more frequent words are
represented. One solution consist on utilize sub-word units to include the modeling of infrequent or
rare words (Sennrich et al., 2015). Sub-word units are learned in advance from training data by an
algorithm based on byte pair encoding (BPE). Basically, it extracts the more frequent sequences of
characters including complete words. A word is represented with the minimum number sub-words
that form it. Additinally, bidirectional RNNs are being used to incorporate additional context
into word representations. It formulates the dependency of a word not only on the previous words
but also on the next ones. The simplest technique is to use two RNNs in opposite directions and
concatenate their representations for each word. They are used for encoding (Bahdanau et al.,
2014) as well as decoding (Sennrich et al., 2016).

1.3 Limitations of MT

One important problem of current approaches in MT is that sentences in a text are treated
independently, and discourse connections among them are ignored. Hardmeier (2014) presents an
extensive description about this problem in SMT framework. In his work, he points out the lack of
lexical cohesion, terminological inconsistency, and sometimes poor word choices. In a study made
by Carpuat and Simard (2012), they analyze a English-French corpus, and show that between
15% to 25% of the phrases are inconsistent. The same issues are extended to NMT which is build
over the same sentence-level paradigm. Discourse connections are also present inside a single
sentence. The issues are specially evident while translating long sentences. The reason is that
current MT lacks of a mechanism to model long-term dependencies among words. NMT models
intra-sentence connections better than SMT, because of the recursive layer which enlarges the
context of dependency, however, the problem is still present. Further analysis and examples are
presented in Section 3.1.
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1.4 Discourse connections for improving MT

Several approaches have being proposed in order to incorporate discourse connections in MT.
Some of them identify these connections using tools such as coreference resolution. Whereas,
other approaches formulate the problem as document-level MT.

1.4.1 Coreference Resolution

Coreference resolution is the task of grouping or linking mentions that refer to the same entity
in a text. This task includes two stages: mention identification, and coreference resolution. The
first stage is usually based on part-of-speech annotation and named-entity recognition. Candidate
mentions are usually noun phrases, nouns, and pronouns (Lee et al., 2011). Coreference resolvers
follow three main approaches: pairwise, re-ranking, and clustering. Pairwise resolvers perform
a binary classification, predicting if two mentions refer to the same entity or not (Bengtson and
Roth, 2008; Mitkov, 2002; Ng, 2010). The second approach lists a set of candidate antecedents
for each mention that are simultaneously considered to find the best match (Wiseman et al.,
2015). Finally, the clustering approach considers the features of a complete cluster of mentions
to decide whether a mention belongs or not to that cluster (Clark and Manning, 2015; Fernandes
et al., 2012). Coreference resolution is typically evaluated in comparison with a gold-standard
annotation. The main metrics used for evaluation are MUC (Vilain et al., 1995), B3 (Bagga and
Baldwin, 1998), CEAF (Luo, 2005), and BLANC (Recasens and Hovy, 2011). These metrics have
different methods for evaluation but they all retrieve the recall, precision, and F1 score of the
evaluated system. The performance of state-of-the-art coreference resolvers is still limited, even
though, the latest progress made with neural networks is substantial (Clark and Manning, 2016;
Wiseman et al., 2016).

1.4.2 Coreference-Aware Machine Translation

The interest on using coreference systems to improve translation has recently emerged (Le Na-
gard and Koehn, 2010; Hardmeier and Federico, 2010; Guillou, 2012). The limited accuracy of
coreference resolution may explain its restricted use in MT, although, it is well known that some
pronouns require knowledge of the antecedent for correct translation. For instance, Le Nagard
and Koehn (2010) trained an English-French translation model where some English pronouns were
manually annotated with the gender of their antecedent on the target side. The system translates
well 70% of these pronouns, but it did not beat the baseline MT. Recently, a model for MT decod-
ing proposed by Luong and Popescu-Belis (2016); Luong et al. (2015b) used in a probabilistic way
several features of the antecedent candidates (e.g. gender, number and humanness values), and
demonstrated some improvement on pronouns. Two shared tasks on pronoun-focused translation
have been recently organized (Hardmeier et al., 2015; Guillou et al., 2016). The results show only
marginal improvement of pronoun translation respect to a baseline SMT system. The systems
with the best performance used deep neural networks: Luotolahti et al. (2016) and Dabre et al.
(2016) summarizing the preceding and following contexts of the pronoun to predict it.

1.4.3 Document-level Machine Translation

Document-level machine translation presents a integral solution for modeling discourse-level con-
nections. Hardmeier et al. (2013) proposed a statistical document-level decoder based on phrase-
based MT. It uses a local search approach which scores the translation of an entire document at
any time. The optimization is made with a hill climbing strategy. The document is represented
as a sequence of sentences, and a sentence as a sequence of anchored phrases. The initialization
is made with a phrase-based MT. At each step anchored phrases are modified, and the document
score is recalculated.
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2 State of the Research

Coreference resolution has the potential to guide the MT towards a consistent translation of
entities, where entities primarily refer to noun-phases, nouns, and pronouns. During the first year
of the thesis, we develop a proof-of-concept coreference aware MT (Werlen and Popescu-Belis,
2017), with the aim to verify the improvement we can get from it. In this section, we describe the
motivation behind this work, and we present two different approaches for addressing the problem.
Then, we define a metric to evaluate in a specific manner the translation of nouns and pronouns
given that existing metrics such as BLEU are generic, and make it difficult to compare specific
translations. Finally, we present the results and analysis of the systems comparing them with two
different baselines.

2.1 Coreference Resolution for MT

We formulate this work as a comparison between the coreference chains found in a source text, and
its translation. In both cases, the coreference links should be identical based on the principle that
the information conveyed in a text must be preserved in the translation. Consequently, we explore
the hypotheses that better translations should have coreference chains that are more similar to the
source. Table 1 illustrates this criterion on an example of Spanish-to-English translation 1. We
applied automatic coreference resolver in both translations 2, and the resulting coreference chains
are indicated in the table with numbers and colors. We observe that the chains in the human
translation match well those in the source, but this is less the case for the automatic translation,
in particular due to wrong pronoun translations.

Source Human Translation Machine Translation

La película narra la historia de
[un joven parisiense]c1 que mar-
cha a Rumanía en busca de
[una cantante zíngara]c2 , ya que
[su]c1 fallecido padre escuchaba
siempre [sus]c2 canciones.

The film tells the story of [a
young Parisian]c1 who goes to
Romania in search of [a gypsy
singer]c2 , as [his]c1 deceased fa-
ther use to listen to [her]c2

songs.

The film tells the story of [a
young Parisian]c1 who goes to
Romania in search of [a gypsy
singer]c2 , as [his]c2 deceased fa-
ther always listened to [his]c2

songs.

Pudiera considerarse un viaje
fallido, porque [∅]c1 no encuen-
tra [su]c1 objetivo, pero el azar
[le]c1 conduce a una pequeña co-
munidad...

It could be considered a failed
journey, because [he]c1 does not
find [his]c1 objective, but the
fate leads [him]c1 to a small
community...

It could be considered [a failed
trip]c3 , because [it]c3 does not
find [its]c3 objective, but the
chance leads ∅ to a small com-
munity...

Table 1: Comparison of coreference chains in the Spanish source vs. English human and machine translations. The
chains are numbed cn, and the void symbol ∅ indicates null subject pronoun.

To validate this statement, we present in Table 2 the MUC, B3 and CEAF scores of a human
translation vs. two different MT systems evaluated with an automatic coreference resolver 2. The
source is a set of documents with ca. 3.5K words with gold-standard coreference annotation 1.
The BLEU score measured on the same set of documents is 49.7 for the online commercial NMT,
and 43.4 for a baseline phrase-based MT (PSMT). We can observe that the coreference scores are
directly correlated with the quality of translation.

Based on this idea, we implement a proof-of-concept coreference-aware MT system for Spanish-
to-English translation. This pair is particularly challenging because Spanish is a drop-pronoun
language, so that an MT system must not only select the correct translation of pronouns, but it
must also generate English pronouns from Spanish null ones.

1 Data from AnCora-ES corpus (Recasens and Martí, 2010)
2 Stanford Coreference Resolution system (Manning et al., 2014)
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Metric Translation Recall Prec. F1
MUC Human 31 46 37

Commercial NMT 21 38 28
Baseline PSMT 18 33 23

B3 Human 24 49 32
Commercial NMT 20 38 26
Baseline PSMT 17 40 24

CEAF Human 41 40 41
Commercial NMT 34 39 36
Baseline PSMT 32 35 33

Table 2: Coreference similarity scores (%) between source and target texts for different translations.

2.2 Using Coreference Similarity to Rerank MT Hypotheses

We defined a document-level coreference similarity score Csim(dt, ds), as the average of MUC, B3

and CEAF scores, to compare the coreference chains in the source document ds and its translation
dt. We use this score to rerank the n-best translation hypotheses of each sentence coming from the
MT system. The coreference similarity is not measured individually for each sentence, but at the
document level. The goal is to find a combination of translations that optimizes this global score.
We model problem as follows: A translated document dt is represented as an array of translations
dt = (s1, s2, ..., sM ), where each sentence can be choose from a list of n-best translation hypotheses
si ∈ {si1, si2, ..., siN}. The objective is to select the best combination of hypotheses based on their
coreference similarity with the source, i.e.:

arg max
a1,a2,..,aM

Csim((s1
a1
, s2
a2
, ..., smaM

), ds)

We try reduce the search space to allow reasonable performance. First, sentences with duplicate
set of mentions are filtered out. Second, we apply beam search optimization based on the fact that
the first mentions of entities usually contain more information than the next ones. The search
starts from the first sentence and aggregates at each step the translation hypothesis with the
highest similarity scores with the preceding ones.

There are some limitations of this approach. First, with a sentence containing several mentions,
there is no guarantee that the n-best hypotheses include a combination of mention translations that
optimize all mentions as the same time. Second, the correct translation of a given mention may
not present at all among the n-best hypotheses, because the differences among the top hypotheses
are often very small, especially when sentences are long. In order to address these issues, we
present a second approach.

2.3 Post-editing Mentions Based on Cluster-level Coreference Score

This approach uses translation hypotheses of individual mentions rather than of complete sen-
tences. This allows to optimize the translation of each mention independently, and to increase
the variety of hypotheses. Additionally, instead of searching for similar clustering in the target
side, we try to induce it. Thus, we define a cluster-level coreference score Cs that represents the
likelihood that all mentions in that cluster refer to the same entity. We rely on the coreference
resolver applied to the source side to define the clusters of mentions. Each cluster is defined as
a set of mentions cx = {mi,mj , ..,mk}, where each mention can be selected from a set of trans-
lation hypotheses mi ∈ {mi

1,m
i
2, ...,m

i
N}. The objective is to find the combination of translation

hypotheses of mentions with higher cluster-level coreference score. We simplify the optimization
with a beam search where mentions in a cluster are processed one at a time. A new upcoming
mention is compared with each of the previously selected ones with a pair scorer (Clark and Man-
ning, 2015). This scorer uses a logistic classifier to assign the probability to a pair of hypotheses

8
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representing the likelihood that they are correferent. It is defined as follows:

ppair(mi
ai
,mj

aj
) = (1 + e

θT f(mi
ai
,mj

aj
))−1

where f(mi
ai
,mj

aj
) is a vector of feature functions of the mentions and θ is a vector of weights.

Then, Cs is defined as the product of the individual pairwise probabilities, and it is scaled with
respect to all combinations. At each step, combinations with lower Cs are pruned, and the
algorithm continues until precessing the last mention in the cluster.

In order to enhance the decision process, we include two sources of additional information: the
translation frequency, that can help to decide between synonymous words by selecting the most
frequently translation version; and the source-side entity features, which enriches the knowledge
about the entity itself. The translation score Ts of a hypotesis is calculated based on its relative
frequency of emission by the MT system, as follows: Ts(mi

ai) = count(mi
ai)/

∑
j count(mi

j). Ad-
ditionally, we summirize the features of the entity in the source-side from all its mentions. Then,
we define a simple scoring function which measures how well a hypotesis match with those entity’s
features, with respect to other alternatives: Es(mi

ai) = f(mi
ai
, θex)/

∑
j f(mi

j , θex) where f is a
linear function and θex are the entity features. Finally, the decision is made through the weighted
combination of the three previous scores:

Cscore(mi
ai
,mj

aj
, ...) = Cs(mi

ai
,mj

aj
, ...)λ1 × [Ts(mi

ai
).Ts(mj

aj
)...]λ2 × [Es(mi

ai
).Es(mj

aj
)...]λ3

where
∑
i λi = 1. The weights λ are hyper-parameter of the function tuned according the

data.

2.4 Measuring the Accuracy of Pronoun Translation

Measuring the pronoun translation is difficult, due to the interplay between the translation of
pronouns and of their antecedents, and to variations in the use of non-referential pronouns. Human
evaluation come at a significant cost, and its principle does not allow repeated evaluations with
new candidate sentences. We propose a simple, reference-based metric to estimate the accuracy
of pronoun translation (APT) (Werlen and Popescu-Belis, 2016). This metric relies on a reference
human translation and on word alignment. It compares each candidate against the corresponding
reference, assuming that, at least when averaged over a large number of instances, a pronoun is well
translated when it is identical to the reference. Partial matches can also contribute to the score.
They are defined using equivalence classes that can be learn from manual evaluation samples. The
probability of a correct equivalence of different pronouns is defined as p(c = 1|t, r) where t and r
is the parallel pair candidate and reference pronoun respectively, r <> t, and c corresponds to the
manual evaluation score (0 incorrect, 1 correct). The metric was applied to the results of seven
systems that participated in the DiscoMT 2015 shared task on pronoun translation from English
to French (Hardmeier et al., 2015). It reaches around 0.993–0.999 Pearson correlation with human
judges, while other automatic metrics such as BLEU, METEOR, or those specific to pronouns
used at DiscoMT 2015 reach 0.972–0.986. This metric can be adapt to other languages, as shown
in the experimental part, we use it for the Spanish-English data-set. Additionally, we modify and
simplify it to measure the accuracy of noun translation (ANT) based on complete matches against
the reference.

2.5 Baseline Systems

We built a set of baseline systems to be used in different experiments. For the PSMT baseline,
we use the Moses toolkit (Koehn et al., 2007), while for NMT we use a modification of the
Deep Learning for MT tutorial system (Cho, 2016) that implements RNN encoder-decoder with
attentions mechanism. We use Spanish-English training data from the translation task of the
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WMT 2013 workshop (Bojar et al., 2013a). Table 3 shows the BLEU score of these two systems
training on different sizes of data. The testing, News Test 2013, consist of approximately 3K
sentences.

System Training Tuning Language Model BLEU
PSMT1 1.9 M 5 K 3-gram 1.9 M 24.51
NMT1 1.9 M 5 K None 21.53
PSMT2 7.6 M 5 K 3-gram 7.6 M 25.43
NMT2 7.6 M 5 K None 25.65
PSMT3 14 M 5 K 4-gram 17 M 30.81
NMT3 14 M 5 K None 32.21

Table 3: Baselines PSMT and NMT systems. The data is given in number of sentences in millions (M) and
thousands (K).

2.6 Experimental Results

We test the two proposed methods re-ranking and post-editing vs. the baseline PSMT3. Addition-
ally, we include the baseline NMT3 as a reference for comparison only. We choose to built the two
systems over a PSMT baseline for simplicity because the word-alignment can be obtained directly
from the system. The word-alignment is needed for matching mentions from source and target
texts, and to compare them. Tables 4 shows the results of the experiments. We first calculate
BLEU, APT, and ANT values at document-level, and show the values of the average and standard
deviation for our baseline, and our two proposed approaches with manual annotated coreference
resolution in the source side, and the last proposed approach using instead an automatic corefer-
ence resolver. Additionally, we show the significance levels (t-test) of the results in comparison to
the baseline: generally above, but one one occasion (BLEU scores of re-ranking vs. baseline) be-
low the baseline. The post-editing approach improves the pronoun translation quite significantly,
without decreasing the overall quality of translation. This improvement is demonstrated by the
rise of APT scores as well as human evaluation scores (although the latter target all nouns, but
in practice most of the changes are observed on pronouns). Moreover, a comparative analysis of
human scores for each mention in fourth of the evaluated documents (not visible in the tables)
shows that post-editing improves the translation in 45 cases but degrades it in 15 cases; the net
improvement is thus 30 occurrences out of 189 examined by the human evaluator. The re-ranking
approach, despite the theoretical appeal of its definition, fails to improve noun and pronoun trans-
lation. As for post-editing, it appears that the quality of the translation of nouns does not change
significantly, as shown by the ANT and BLEU metrics. Finally, we see that after applying an
automatic coreference resolver the quality of pronoun translation still increases, even though, we
see a small but significant degradation in the BLEU score. We can attribute this to the mistakes
introduced by the automatic resolver.

2.7 Conclusion

During this first year, we have explore how coreference resolution can help to improve the transla-
tion of mentions from a conceptual perspective. We have shown that with a post-editing approach
we can have some improvement specially in the case of pronouns. However, the system has several
restrictions. In first place, the process to obtain candidate translations requires a second pass of
the text to the MT and, in some cases, the correct translations are not part of the hypotheses.
Secondly, the final probabilities are a combination of independent probabilities which requires
extra hyper parameters. We believe that these problems can be addressed by the integration of
coreference resolution with MT. In this way, the access to hypotheses is not restricted, and the
optimization can be done by taking into account all affecting probabilities at the same time while
decoding.
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System
Metric PSMT NMT PSMT + PSMT + PSMT +

(Baseline) Re-rank Post-edit Post-edit
(automatic CR)

BLEU 46.5±4.3 46.9±3.7 41.7±3.9∗∗∗ 46.4±3.9 46.1±4.3
APT 0.35±0.07 0.37±0.07 0.40±0.10∗ 0.59±0.13∗∗∗ 0.41±0.07∗

ANT 0.78±0.08 0.78±0.07 0.74±0.01∗∗ 0.78±0.07 0.76±0.09

Table 4: Comparison of baseline MT and our proposals for re-ranking or post-editing, for three metrics. In addition
to the average scores and standard deviation over the ten test documents, we indicate the statistical significance
level of the difference between each of our systems and the baseline (∗ for 95.0%, ∗∗ for 99.0% and ∗∗∗ for 99.9%).

3 Research Plan

In the following years, we aim to enhance MT by modeling discourse-level dependencies. We
will direct our efforts towards NMT as it has demonstrated to increase the quality of translation
compared to previous approaches, and still has potential for further improvement. In the first
part of the future work, we will focus on extending the capacity of the current sentence-level
NMT by incorporating long-range dependencies, and giving the network the possibility to access
contextual information from previous sentences. In the second part, we intend to approach the
problem of document-level MT by proposing a new architecture based on hierarchical RNNs, and
the integration of a coreference resolution mechanism to keep track of entities.

3.1 Enhanced Sentence-Level NMT

Neural networks are known to learn internal representations and patterns in the data given suffi-
cient resources. Current NMT, however, lacks of a mechanism to model long-term dependencies,
and it does not have access to contextual information. By incorporating these elements, the qual-
ity of translation can potentially improve. At this stage, we do not aim to integrate coreference
resolution in translation given that this task is made at document-level.

3.1.1 Long-Range Dependencies

In a sequence modeling framework such as RNN or LSTM, the input sequence is compressed into
one single vector representation. Therefore, as the sentence grows, the network loses its capability
to maintain all the information presented to it. This gives rise to at least two problems for modeling
word connections: (1) missing long-range dependacies, and (2) undesirable sharing of attributes
among words.

Current networks can capture dependencies among words in simple scenarios (e.g. having one
single entity, or few entities sharing similar attributes), but they can not model dependacies in
more complex scenarios. We can see an example3 of this issue in the following translation from
English-to-French4. In the first sentence, where all mentions are feminine, we can see that there is
agreement between nouns-pronouns, nouns-adjectives, and nouns-verbs. However, this is not the
case in the second sentence where there are entities with different gender. Here, we see that there
is local noun-verb agreement, but, as shown in red, several long-range dependencies are missed
(i.e. noun-pronoun, noun-adjective).

Source: When she ran down, the left slipper remained stuck, it was small and dainty.
MT: Quand elle courait, la pantoufle gauche restait collée, elle était petite et délicate.

3Taken from “Cinderella” http://stenzel.ucdavis.edu/180/anthology/aschenputtel.html
4The translation was made with a free online NMT system.
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Source: When she ran down, the left slipper remained stuck. The king’s son picked it up,
and noticed that it was small and dainty.

MT: Quand elle a couru, la pantoufle gauche est restée coincée. Le fils du roi l’a
’ramassé, et a remarqué qu’il était petit et délicat.

Moreover, the representation of a sentence in a single vector makes it difficult for the network
to characterize the connections of different words in an independent manner. As a result, some
attributes are wrongly spread over words. For example in the following sentence, if we change the
pronoun “she” by the masculine “he” in the source sentence, it changes the article of “the left
slipper” making it also masculine in the translation.

Source: When he ran down, the left slipper remained stuck, it was small and dainty.
MT: Quand il a couru, le pantoufle gauche restait collé, il était petit et délicat.

In a RNN, the prediction of a word is conditioned on the previous hidden state and the input.
We suggest to enrich this conditioning by including not only the previous hidden state but all
hidden states of words in which it depends (Miculicich Werlen et al., 2017). The network should
be able to identify which are the dependencies of the word that is being processed at a given time.
This can be done by using different techniques for instance by attention mechanism or by keeping
internal memory representations. The aim is to increase the contextual information available to
make a better prediction.

The first approach that we will explore is inspired by the work of Cheng et al. (2016) who proposed
an enhanced LSTM for language modeling, with the goal of better capturing linguistic structures
in sentences. We plan to use a similar technique to capture word dependencies. When predicting
a new word, the conditioning probability of the hidden state will be enriched by an attention
mechanism over the hidden states of the previously predicted words. Encouraged by the positive
results presented by Cheng et al. (2016), we expect that the mechanism will learn to discriminate
useful information from the past for a particular word, and capture the linguistic dependencies
such as noun-pronoun and noun-adjective agreements, repeated words, use of synonyms, etc.
Figure 3 shows the baseline architecture for NMT. Figure 4 shows the proposed architecture
which incorporates an additional attention mechanism in the decoder as described earlier.

More advanced approaches will also be explored. The identification of long-range dependencies
requires understanding of the morphology, syntax, and semantics. The RNN architecture is able
to detect simple patterns in sequences, but it does not capture linguistic structure to such a level
of complexity. Thus, we plan to enhance it with the use of an external memory. This has been
researched in different architectures (Weston et al., 2014; Sukhbaatar et al., 2015; Rae et al., 2016;
Gulcehre et al., 2017; Cheng et al., 2016), and has empirically shown improvements over simple
RNNs for different tasks such as language modeling and question answering. It gives the network
the capacity to process complex tasks that involve long-term dependencies, and reasoning over
text. One related application is reading comprehension, as proposed by Hermann et al. (2015),
where the aim is to guess a hidden noun in a document by using only contextual information.

3.1.2 Incorporating Context

The current restriction of NMT to the sentence-level is due to the difficulty of RNNs to man-
age long sequences. The back-propagation algorithm used for learning unfolds the network over
the sequence, and the vanishing gradient problem increases with the length of the sequence. We
present here an example5 of the problem of translating texts as independent sentences. It is a
Spanish-to-English translation6 the Spanish word “partido” has two senses, which can be trans-
lated into different words in English. In the second line of the dialogue, the MT system translates

5Example taken from Opus-Subtitles-2016 http://opus.lingfil.uu.se/OpenSubtitles2016.php
6The translation was made with a free online NMT system.
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Figure 3: Baseline NMT: Encoder-decoder
RNN architecture with attention mechanism.

Figure 4: First approach for including long-
range dependencies. NMT + attention mech-
anism over previous words.

it incorrectly because the context is lost.

Source: Pertenezco a un partido político respetable. – ¿Qué partido?
Reference: I belong to a respectable political party. – Which party?
MT: I belong to a respectable political party. – What a match?

To deal with this problem, we propose to enhance the sentence-level NMT by adding contextual
information coming from previous sentences. This approach is inspired by the notion of human
reading process. While reading, a person forms certain concepts about the text, and use them for
understanding the flow of the story. We will investigate the use of “memory” networks to capture
meaningful representations of previous sentences, which are given as input to the network. The
memory consists of an array of cells containing representations of informative units, for instance
words and sentences. They can be written, read, and forgotten. The past sentences can be input
using bag-of-words, or using the hidden representations obtained when they were translated. The
challenge is to capture meaningful representations. One way is by utilizing the memory network
proposed by Sukhbaatar et al. (2015) for answering questions, and language model. They obtain
continuous representation of several sentences via recurrent attention mechanisms. We will use a
simplified version of it. Later, while decoding, the conditioning over the hidden state of a word
will be enriched with dependencies over the memory. The idea is to give the network the capacity
to represent and summarize past information which is useful for current predictions. Figure 5
shows the proposed architecture.

3.2 Document-level NMT

In the previous section, we presented our plans to enhance sentence-level NMT with contex-
tual information. In this section, we propose a more integrated solution to model discourse-level
connections by formulating the problem of document-level NMT. The aim is to optimize the trans-
lation of complete documents. Document-level MT has being proposed for the phrase-based SMT
approach (Hardmeier et al., 2013), but it has not been explored yet in NMT framework.
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Figure 5: Including contextual information. NMT + attention mechanism over previous sentences.

3.2.1 Document Modeling with Hierarchical RNNs

We propose to use hierarchical RNNs, which consist of a number of sub-networks, arranged in
layers. Each sub-network is intended to capture a particular aspect of the input data, but the
patterns and relationships are determined by training the network as a whole (Ruiz and Srinivasan,
2002). In this case, each sub-network will model one sentence of the document. The higher layers
could correspond to paragraphs and document representations. We intend to investigate different
configurations to integrate within the existing encoder-decoder framework of NMT. Figure 6 shows
a simple architecture of document-level NMT. Here, the encoder has two hierarchical levels: words
and sentences; while the decoder has only one. The contextual information is modeled by the
second hierarchical layer of the encoder. This layer transmit the information from one sentence to
another. The decoder is similar to the one in the sentence-level NTM, but it is conditioned over
the sentence vector representation in order to obtain information from previous sentences.

Figure 6: First proposed architecture for Document-Level NMT.
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3.2.2 Coreference-aware NMT

In the last part of this thesis, we consider the integration of document-level NMT with a coreference
resolution mechanism. The recognition of coreferent words is a complicated task because it involves
processing of different linguistic elements such as morphology, syntax, and semantics, and even
requires world knowledge in some cases. It is thus possible that even a rich document-level NMT
model does not fully capture these connections.

Current automatic coreference resolvers divide the task of recognizing different linguistic elements
in several successive stages: part-of-speech recognition, entity name recognition, syntactic parsing,
etc. The extracted features are then passed to the coreference resolver. In the context of NMT,
the features are simple words, therefore, the identification of coreferences in this condition is more
demanding. However, it is not necessary to identify all coreferences, and this task should be
conditioned according to the need to disambiguate the translation of a word only.

There are two sides where we can identify coreferences: source and target. Our previous strategy
of coreference-aware MT was to apply coreference resolution on the source side, and use these rela-
tions to produce better translations. The reason is that the source contains complete information
for the direct use of coreference resolver. Therefore, the first approach that we will explore is a
multitask learning process to enrich the feature representation during encoding. The network will
simultaneously optimize the translation, and the coreference resolution in the source side. The
coreference resolution task can be addressed as proposed by Wiseman et al. (2016), who use RNNs
to learn internal representations of entities from its mentions. One important issue is that there are
no data-sets for learning both tasks at the same time. Thus, we will investigate possible solutions
such as alternation of samples from the different corpus of each task, or creating synthetic-data
as proposed by Sennrich et al. (2016), where they use samples of monolingual corpus, translated
with an external MT, to train their NMT.

3.3 Implementation

In this section we describe the data-sets for training and testing the systems, the metrics for
evaluation, and the infrastructure that will be used to implement our proposals.

3.3.1 Datasets

The various MT architectures will be tested for English-French and Spanish-English. These lan-
guages are selected for the well-known challenges for translating anaphoric pronouns. The trans-
lation of English-French is ambiguous due to the different assignation of gender and number to
object. Whereas, the translation Spanish-English is challenging because Spanish is a pro-drop
language, in which subject pronouns may be missing. Data for these languages is vastly available,
and the quality of sentence-level translation is relatively good, which lets us focus on the problem
of discourse-level constraints. The datasets we will use come from the Workshop in Machine Trans-
lation (WMT) which combines: Europarl, News Commentaries, UN and common crawl corpora.
The English-French training data consists of a subset of WMT 2014 data (Bojar et al., 2014), with
selected data optimized for news translation (Axelrod et al., 2011)7. The Spanish-English data is
taken from WMT 2013 (Bojar et al., 2013b). Additionally, we plan to use a corpus of copyright
free books from Tiedemann (2012). The translation of books is a challenge because it requires
higher contextual information, so this type of data is useful for testing discourse connections. The
data will be preprocessed, e.g. with the tokenizer and truecaser from Moses toolkit (Koehn et al.,
2007). Table 5 shows the training, development, and testing sets.

7Sub-set available at http://www-lium.univ-lemans.fr/~schwenk/cslm_joint_paper/
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Data pair Training Development Testing
English-French WMT 2014 (14 M) news test 2012-2013 (6 K) news test 2014 (3 k)

Opus: 29 books (0.1 M) TBD TBD
Spanish-English WMT 2013 (14 M) news test 2010-2011 (5 K) news test 2013 (3 k)

Opus: 18 books (93 K) TBD TBD

Table 5: Datasets that will be used in this thesis. Numbers of sentences are given in millions (M) or thousands (K).

3.3.2 Evaluation Metrics

The evaluation will be done with the BLEU score (Papineni et al., 2002) with the implementation
mteval-v13a from the Moses toolkit (Koehn et al., 2007). For particular evaluation of entity
connections, we will also use Meteor (Lavie and Denkowski, 2009) with a filter for nouns and
pronouns. We will also use our proposed metrics APT and ANT (see Section 2.4) as well as metrics
for document-level MT Wong and Kit (2012); Xiao et al. (2011); Giménez et al. (2010).

3.3.3 Infrastructure

The training of deep neural networks like RNNs requires high performance hardware and soft-
ware infrastructure. Most of the current implementations are based on graphics processing units
(GPUs) (Goodfellow et al., 2016). We have a disposition several GPUs with NVIDIA’s CUDA8 a
parallel computing platform and programming model for increasing computing performance. We
use Theano9 library for the implementations which is based on Python. It is a very extensible
frameworks for the implementation of new architectures, and it has a very good permanence on
GPU training for LSTMs compared to other languages Bahrampour et al. (2015).

4 Schedule

8http://www.nvidia.com/object/cuda_home_new.html
9http://deeplearning.net/software/theano/index.html
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