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ABSTRACT

Dictionary learning and shallow overcomplete autoencoders
with ¢1-norm penalty imposed on the hidden unit activations
exhibit similar mathematical properties, sharing the same
goal of projecting data in high dimensional spaces. Ex-
ploiting this connection and starting from a state-of-the-art
lattice-free MMI (LF-MMI) speech recognition system on the
AMI corpus, we investigate different ways to further improve
this baseline system by projecting the acoustic model output
features in higher dimensional sparse representation spaces.
While the resulting recognition system seems to leverage
at the baseline performance, we observe that higher dimen-
sional sparse representation space is able to catch correlations
among senone units. Detailed analysis and discussions are
provided in the paper.

Index Terms— Speech modeling, dictionary learning,
sparse autoencoder, representation learning

1. INTRODUCTION

As a consequence of the parsimonious hierarchical nature,
class-specific low-dimensional factors exist in speech fea-
tures [1, 2]. To model a phenomenon with low-dimensional
causative factors, two methods are stated in [3]: (1) low-rank
modeling to obtain individual compressed representations for
each factor’s subspace, (2) sparse modeling to obtain com-
mon high-dimensional sparse representation where all factors
lie together in different subspaces.

In [4], the impact of low-rank and sparse modeling
on acoustic model outputs (e.g., posterior features) for the
speech recognition task is investigated. In low-rank modeling
(Fig. 1), posterior features are projected on the manifolds of
the underlying senone classes using class-specific undercom-
plete dictionaries. Each senone has its own undercomplete
dictionary, which is learned on the posterior features belong-
ing to that senone class. This requires senone alignments and
grouping posteriors based on the correct senone class infor-
mation. In sparse modeling (Fig. 1), posterior features are
projected on an overcomplete dictionary, which is formed by
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Fig. 1: Sparse and low-rank modeling of speech data (acous-
tic model output frame) with different senone classes, s stands
for senone class. Figure adapted from [4].

concatenating all class-specific undercomplete dictionaries
together. In [4], the projected posteriors are reported to be
more accurate targets for learning better acoustic models, as
they only keep the information about the correct underlying
senone. However, this approach requires prior knowledge
about the senone class information. Thus, it is not easily
scalable for large vocabulary speech recognition tasks.

In this paper, we propose a generic, unsupervised way
of sparse modeling of speech that does not require any ini-
tal knowledge about the senone class information. We take
acoustic model outputs from the LF-MMI system (i.e., chain
model) [5] and feed these features to shallow overcomplete
autoencoder with ¢1-norm sparsity penalty on hidden unit ac-
tivations. We study the recognition performance for the re-
constructed acoustic model outputs. In addition, we conduct
qualitative analysis of the hidden unit activations to investi-
gate the modeling capacity of the aforementioned sparse au-
toencoder.

The paper is organized as follows. Section 2 provides
the background and motivation for the present work. Sec-
tion 3 details the databases and experimental setup. Section 4
presents the analysis of our findings. Finally, we conclude in
Section 5.



2. BACKGROUND AND MOTIVATION

In this section, we present brief theoretical background for
our work and our motivation.

2.1. Dictionary learning

Dictionary learning focuses on sparsity in the context of ma-
trix factorization as an approximation Y ~ AX of an ob-
served matrix Y by the product of two unobserved matrices,
A and X. The goal of dictionary learning is to find both A
and X that yield the sparsest representation of data Y, subject
to some approximation error €

N
gn}r(l; [ xi]|, subjectto |[Y — AX|2<e, (1)

where x; denotes the ith column of X. In addition, since
||x]|, is NP-hard, it can be relaxed to ||x;|; .

The joint optimization over A and X is non-convex.
However, the problem can be solved as a convex objective
function by following an iterative procedure where optimiza-
tion for one variable is done while keeping the other variable
fixed.

For our study, we take advantage of the insights from the
online dictionary learning algorithm [6]. The algorithm alter-
nates between steps of sparse coding [7] (i.e., estimating the
sparse code with the current dictionary) and dictionary up-
date (i.e., optimizing the dictionary using stochastic gradient
descent).

The overcomplete dictionary A projects the data to a
high-dimensional sparse space where the internal structures
of the data are expected to be disentangled and only the rel-
evant dimensions are activated. In other words, the state of
discrimination between various data phenomena is increased
and the blurry effect of variation on the data is degraded.

This property of dictionary learning may be helpful
for speech recognition task where variation (from differ-
ent sources like environment, speaker (gender, age, accent,
pathological condition) etc.) constitutes challenges.

2.2. From dictionary learning to representation learning

We propose a novel sparse modeling framework based on the
correspondence between the dictionary learning and neural
networks shown in Fig. 2.

Our motivation is to turn the dictionary learning problem
into a representation learning problem by means of autoen-
coders [8]. Thus, we take the columns in the dictionary (i.e.,
atoms) as the weights between the encoding layer and the out-
put layer in autoencoder as shown in Fig. 2. The autoencoder
training follows the same iterative process in the dictionary
learning task. The forward pass can be seen as sparse cod-
ing with the current dictionary and the backward pass can be

Fig. 2: The duality between the dictionary learning and
autoencoders, note the colour-matching atoms-weights(A),
input(y) and code representation(x). For simplicity, input and
code are plotted in vector form.

taken as dictionary update. The weights are updated accord-
ing to the distance between the input and the reconstructed
input.

2.3. Sparse autoencoders

The autoencoder has two main components, i.e., the encoder
which maps the input to the code and the decoder which maps
the code to the input reconstruction.

The overcomplete autoencoders are shallow autoen-
coders, with linear activation, tied weights (encoder weights
are transpose of decoder weights), and no bias. In addition,
we impose /1-norm penalty to enforce sparsity on hidden
unit activations. The autoencoder is trained to minimize the
reconstruction loss with an additional ¢;-norm penalty on the
hidden unit activations as stated in Eq.2.

L = |ly — Ax|3 + Alx|h @)

The ¢1-norm penalty is weighted by the parameter A which
tunes the level of sparsity. This constraint is analogous to
basis pursuit [9] in sparse recovery theory, and to LASSO
regression [10] in statistics.

In short, we provide a high-dimensional representation
space for the latent factors in the data to spread out, which
has the same functionality with the overcomplete dictionary
in [4]. However, in our approach, dictionary atoms (i.e.,
weights in neural network scenario) are learned together (not
class-wise) in an unsupervised manner. After training, since
only the relevant hidden units are expected to activate, feed-
ing sparse overcomplete autoencoders with frames belonging
to different senone classes implicitly result in different singu-
lar value decomposition operations. This can be seen as class-
wise undercomplete dictionaries in [4] for low-rank model-
ing.

In this paper, the acoustic model outputs from the chain
model system are fed to the sparse autoencoders. The out-
put from the sparse autoencoder (i.e., reconstructed acoustic



model output features) are passed to the decoder to asses the
recognition performance, whereas the hidden unit activations
obtained from the sparse autoencoder are qualitatively ana-
lyzed for their speech modeling capacity.

3. EXPERIMENTAL SETUP

In this section, we introduce the datasets, the baseline systems
and the sparse autoencoders used in our experiments.

3.1. Datasets

The experiments were conducted on the AMI corpus [11]
which contains recordings of spontaneous conversations in
meeting scenarios in English. The corpus provides audio
recordings from close-talk (stated as IHM condition) and
far-field (stated as SDM) microphones. Both close-talk and
far-field speech streams have been recorded in parallel. The
dataset is available at 16kHz sampling rate with nearly 100
hours of meeting recordings divided approximately as 81
hours train set, 9 hours dev and 9 hours eval set.

3.2. Baseline systems

Both baseline systems were implemented with the LF-MMI
criteria [5] in Kaldi speech recognition toolkit [12]. The input
for both systems was 40 dimensional high resolution MFCC
features and 100 dimensional i-vectors. The output of the
systems was the pseudo-log-likelihoods of size 3776, as the
number of senones is 3776.

The configuration for the IHM acoustic model is pre-
sented in Fig. 3. The model configuration for SDM is same,
except it does not contain the CNN and LSTM layers.
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Fig. 3: The model configuration for IHM baseline. The
green blocks represent CNN layers. The blue blocks represent
TDNN layers with RELU activation function. The orange
blocks denote LSTM layers. The xent-output layer is used
for regularization purpose only. Figure adapted from [13].

3.3. Sparse autoencoders

Sparse autoencoders were implemented in Pytorch [14].
The input for the sparse autoencoder was the pseudo-log-
likelihood vectors of size 3776 (chain-output layer in Fig. 3).
We used overcomplete autoencoders with 11328 hidden units
(three times the number of senones) in the encoding layer.

Thus, y , A and x in Fig. 2 are a vector of pseudo-log-
likelihoods with dimensionality of 3776, the decoder weights
and the hidden unit activations with size of 11328, respec-
tively.

Sparse autoencoders were trained with mean square error
criterion using stochastic gradient descent with batch size 376
and learning rate 0.1. For A, grid search was performed on
[0.1-0.000001]. In addition, the default weight initialization
scheme in Pytorch was utilized.

4. RESULTS AND ANALYSIS

In this section, we present the recognition performance for the
reconstructed acoustic model outputs. In addition, we demon-
strate the qualitative analysis of hidden unit activations to in-
vestigate the modeling capacity of the sparse autoencoder.

4.1. Recognition performance

The word error rates (WER) are 19.0% and 40.2% for IHM
and SDM baseline systems respectively.

The output of the autoencoders were passed to the Kaldi
decoder to estimate WER. As shown in Table 1, the results
are comparable to the baseline system.

Architecture IHM SDM
Baseline 19.0 40.2
Overcomplete AE (A =0) 19.0 40.2
Sparse AE (A=0.000001) 19.0 402

Sparse AE (A=0.00001) 19.0 403
Sparse AE (A=0.0001) 19.1  40.7

Table 1: The recognition performance (in WER%) for re-
constructed acoustic model outputs compared to chain model
baseline systems.

The LF-MMI baseline systems may be too adapted to
AMI dataset, leaving no room for further improvement in
the recognition performance. In addition, AMI may not be
suitable for this task. In the future, we plan to test our method
on more noisy datasets.

4.2. Qualitative analysis

In Section 4.2.1, we examine whether the sparse AE (A=0.0001)
could produce high dimensional sparse codes in the encoding
layer. In Section 4.2.2, we examine whether the activation



patterns in high dimensional sparse activations could be use-
ful for understanding low-dimensional senone subspaces.

4.2.1. Sparsity of activations

To measure the sparseness level of the activations, we used
the following metric stated in [15].

V= |al) [V w?
Jn—1

where x is the hidden unit activations for one input frame
(chain model outputs of size 3776 in our setup), n is the di-
mensionality of x (11328 in our setup). On the scale of zero to
one, one represents the most sparse behaviour with only one
non-zero component.

For LF-MMI pseudo-log-likelihoods on the development
set, the sparseness level of the activations from overcomplete
AE and sparse AE (A = 0.0001) in Table 1 were examined.

Fig. 4 illustrates the sparseness behaviour of activations
from autoencoders trained on IHM. For overcomplete AE
(Fig. 4a), the sparseness level over all frames was below 0.21,
whereas for sparse AE (Fig. 4b), it was above 0.89. Sim-

sparseness (x) =

3
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Fig. 4: The histograms for the sparseness degree of the frame-
wise activations. The distribution indicates that sparse AE
produces sparse codes in the higher dimensional encoding
layer.

ilarly, the autoencoders trained on SDM, for overcomplete
AE, the sparseness level over all input frames was below
0.21, whereas the sparseness level for sparse AE was above
0.88.

4.2.2. Senone subspaces

To examine whether the active units in the encoding layer
are relevant to the senone class, we took a subset of pseudo-
log-likelihood frames from development set with frame-level
senone class information. To approximate the response of
the sparse AE (A = 0.0001) to a specific senone class, we
took the average of all activation vectors corresponding to
the same senone class. Hence, we obtained the average ac-
tivation vectors for each observed senone. We then binarized

Senone ID Phone #Units #N  #U  IoU score
642 17/ 155 106 196 0.54
2463 /AW/ 138 90 195 0.46
3589 N/ 157 93 211 0.44
1632 W/ 148 89 206 0.43
1434 17/ 149 89 207 0.42
93 /D/ 154 90 211 0.42
3412 /S/ 144 87 204 0.42
3099 17/ 146 87 206 0.42
403 /N/ 160 91 216 041
417 17/ 145 85 207 0.41

Table 2: The senone classes with top ten IoU score for senone
1147 with phone mapping /Z/ in IHM dataset. #Units is the
number of active units out of 11328. #nN is the number of
common active units. #U is the number active units in the
union set (logical or on binary activations). IoU is # N /#U.

these senone-specific vectors by setting their mean as thresh-
old. More specifically, the vector entries (i.e., dimensions)
with the values below the designated threshold were set to 0
(i.e., off).

In the end, for each senone class in our subset (976 for
IHM and 929 for SDM out of 3776 senone classes), we had a
binarized activation vector of size 11328 depicting the firing
behaviour of hidden units.

To make the firing patterns interpretable, intersection over
union (IoU) metric was used to find the senone classes with
similar firing patterns. In addition, the phone mappings for
the senones were found using Kaldi’s show-transitions com-
mand.

The similar senones based on IoU scores were observed
to have mappings for similar phones in [HM and SDM subset.
For illustration (Table 2), we randomly selected senone 1147
from IHM. This senone has 147 active (i.e., not-zero, on) units
out of 11328. With Kaldi, we have detected that it maps to
phone /Z/. As a matter of fact, among ten closest senones
shown in Table 2 (based on IoU score), four of them mapped
to the same phone /Z/ as senone 1147.

In addition, based on the articulatory knowledge (i.e., the
place and/or manner of articulation), phone /Z/ is close to /S/
(both are alveolar and fricative), /D/ (both are alveolar), /N/
(both are alveolar) and /V/ (both are fricative). On the other
hand, /Z/ is not found to be relevant to /AW/ or /W/ based on
the place and/or manner of articulation. Yet, these two phones
are related to each other. This implies that senones which are
close to each other (based on IoU score) also share similar
linguistic information.

In other words, if the units fired randomly, senones with
similar firing patterns would not be related at all. Hence,
senones form their low-dimensional subpsaces in a common
high dimensional space as shown in Fig. 1, with small number
of common active units which are sensitive to phone level



information.

5. CONCLUSION

In this paper, we introduced our proposed approach for sparse
modeling of speech, exploiting the connection We investi-
gated the between dictionary learning and shallow overcom-
plete sparse autoencoders with ¢;-norm sparsity penalty on
hidden unit activations. We investigated the impact of us-
ing reconstructed features obtained from the aforementioned
sparse autoencoder in the context of speech recognition. And
we yield comparable results. In addition, we qualitatively
analyzed the hidden unit activations and demonstrated that
sparse autoencoders were capable of producing distinctive
and informative firing patterns, given the speech data.
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