
Published in the Proceedings of theInternational Symposium on Arti�cial Neural NetworksNational Chiao-Tung University, Hsinchu, Taiwan, ROC, December 18-20, 1995Evaluating Pruning MethodsGeorg Thimm and Emile FieslerIDIAP, P.O. 592, CH-1920 Martigny, Switzerland.Tel: ++41 26 22 76 64, fax: ++41 26 22 78 18,email: Georg.Thimm@idiap.chAbstract: A notorious problem in the application of neural networks is to �nd a small suitable topology. Highorder perceptrons already solve a part of this problem as they require no hidden layers. However, the numberof connections in a fully interlayer connected high order perceptron grows quickly with their order. Partiallyconnected topologies are therefore highly desirable and can be obtained by applying em connection pruningmethodsA framework is provided here that allows a practical comparison of pruning methods which is based on �nalnetwork size and generalization capability, but also considers the total training time. This framework is appliedto the comparison of an easy to implement, low complexity method with four other pruning methods of similarcomplexity.Keywords: pruning, generalization, optimality criteria, high order perceptrons, backpropagation neural net-works.IntroductionA mayor problem in the application of neural networks is the choice of a topology: a considerable amountof architectures and methods for the construction of optimal neural networks have been proposed. Someof those approaches try to improve well-known architectures by training a network which is expected tobe big enough to solve the given problem and subsequently remove (prune) units.As no pruning method is guaranteed to �nd the best neural network, di�erent pruning heuristics haveto be compared. This comparison of connection pruning methods for neural networks is a problem in itself,as existing optimality criteria may not match the needs of applications. A minimal network topology canbe de�ned, but is rarely obtainable for a speci�c application [Fiesler-93]. Another important criterion,good generalization, is, besides not properly de�ned, also application dependent. In general, tradeo�sbetween training time, network size, and generalization performance should be taken into account whencomparing neural network training methods. Hence, a comparative study of pruning methods has to takeinto account also the necesary training time for which optimality criteria need to be established.Eventhough this publication is focused on high order perceptrons1 , as they simplify the choice of theinitial topology by having only one choice of interlayer connections, the brought up questions, problems,and proposed solutions are also valid for other neural networks.Connection RemovalA pruning algorithm basically has to do two things: to decide when to prune and which unit(s) to prune.In the experiments performed in this research, a network is pruned whenever its training converged. Theunit to remove is selected by a one of �ve heuristics, all designed to minimize the error induced by theremoval of the unit.The �rst method is the in this publication proposed smallest contribution variance method min(�).This method removes connections having the smallest contribution variance on the training set, where the1See [Thimm-94] for details on high order perceptrons and the benchmark data sets used in the simulations.1



contribution of a connection is the value available to the connection from the lower layer, multiplied byits weight. The contribution variance is calculated over all training patterns. This method is motivatedby the observation that a connection is unimportant if it has nearly the same output for the wholetraining set and therefore mostly acts like an additional bias. As such an `additional bias' (the meancontribution of a connection) di�ers from zero, this value is added to the bias of the neuron from whichthe connection is removed. This method is applicable to most feedforward neural networks, especiallymultilayer perceptrons2 .For comparison, four other weight removal heuristics were chosen based on their low computationalcomplexity and their applicability to high order perceptrons.1) The simplest connection pruning method min(w) removes the smallest weights. The increasederror is reduced by adding the mean contribution of this connection to the corresponding bias.2) E. D. Karnin estimates the sensitivity of a network to the removal of a weight by monitoring thesum of all weights changes during training [Karnin-90].3) The weight removal method of M. C. Mozer and P. Smolensky estimates the error induced by theremoval of a connection based on a manipulation of the objective function (the function to be minimizedby backpropagation) [Mozer-89].4) W. Finno� et al. use a test statistic for the probability that a weight becomes zero, which is usedin a pruning algorithm called autoprune [Finno�-93].Minimal Network Size and GeneralizationThe pruning of a neural network is usually motivated by two aims: to obtain networks of a small sizeand/or with a good generalization performance. Pruning methods are therefore usually compared bymeans of the average �nal network size and/or their average generalization performance.However, in practical applications the total training time also plays a crucial role: the necessarytraining time may or may not allow the performance of several training sessions. If only one or a fewtraining sessions are possible, the pruning method should nearly never produce bad networks. If manyrepetitions are possible, it does not harm if a mayor number of solutions is unacceptable, as far as a fewnetworks are very good. This implies, that the average network size, respectively average generalizationperformance, may be misleading and the distribution of the network size, respectively generalizationperformance, has to be taken into account. The following performance measures are therefore proposed:the 10% (90%) limit, which is the maximal network size reached in at least 10% (90%) of the simulationsper experiment. Method A is judged better than method B, if method A has a smaller 10% (90%) limit,or the methods have the same 10% (90%) limit and method B produces less networks than method A ofthis maximal size. Similar criteria can be easily formulated for the generalization.An example justifying this consideration is displayed in �gure 1 (the horizontal axis shows the num-ber of connections in the pruned networks; the vertical axis the percentage of simulations with �nalnetworks of this size). Both, min(w) method and the min(�) method produce networks of a mean sizeof 46 connections3. Nevertheless, a large di�erence the two pruning methods is observable: the smallestnetworks produced by the min(w) method have 40 connections, those produced by the min(�) methodhave 30 connections (each experiment consists of 100 simulations).Over-�tting of neural networks with a static topology is usually prevented by early stopping [Weigend-90].Some pruning algorithms try to adopt this: if the generalization of the network decreases steadily (onaverage), it is assumed, that further pruning steps does not lead to better networks.Experiments show that this assumption is not true. The generalization performance in 10% of thesimulations decreases monotonically for more than 20 and up to 200 steps at a time before the networkwith the best generalization is reached.The unpredictable behavior in generalization performance implies for practical applications, whichrequire good generalization capabilities, that the networks have to be pruned as far as possible and thatnon-minimal sized networks have to be considered.2The e�ciency of this method for multilayer perceptrons is currently evaluated.3The initial network is a second order perceptron, trained on the monks 2 data set.2
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 Figure 1: �nal network sizes of pruned networksExperimental Results for High Order PerceptronsThe results reported below are based on experiments using 9 data sets. High order perceptrons of di�erentorder are applied to some of these data sets, which gives 19 series of experiments of together � 20:000simulations.The experiments show that the min(w) method and the heuristic used in the autoprune algorithm ofW. Finno� perform nearly identically for both network size and generalization. The latter can thereforebe neglected as it is computationally more expensive. This might be the case if the networks are prunedbefore the network converged, as for example in the autoprune algorithm.The best pruning method can di�er for the 10% and the 90% criteria for the limit network size andgeneralization criteria (observed in about 20% of the experiments), justifying the application of thesecriteria for applications with high demands.The method of E. D. Karnin and the method of M. C. Mozer et al. are less e�cient in regard to thenetwork size than the min(w) or the min(�) pruning method, independent of the measure used. Only ina few cases these methods produce networks of a size comparable to the min(w) and the min(�) method,but often the �nal network size is two or more times larger. The di�erence between the min(w) and themin(�) method is less signi�cant with a maximal di�erence of 50%. The number of experiments whereone of these methods is superior to the other are equal.The average generalization performance over all experiments of the networks produced by all �vepruning are comparable, but di�erences in performance on speci�c data sets are rather big. This is trueindependently whether the 10%, the 90% criteria is applied, or the generalization of the smallest networkor the network with the best generalization per simulation was chosen.The commonbelief that a minimalnetwork size necessarily implies a better generalization performancecan not be con�rmed independent from the pruning method and data set. For some experiments thebest generalization per simulation was never observed for the smallest network. A similar observationwas made by L. Prechelt for other pruning methods applied on multilayer perceptrons [Prechelt-95].ConclusionsThe commonly used average performance criteria applied to pruning methods can be misleading and arenot always appropriate for applications, as they do not take into account whether a training session canbe repeated or not. The proposed criteria do, and the di�erence for some applications is shown.The outcome of the experiments justi�es the usage of di�erent pruning methods, even if the averageperformances of these methods are equal. For high order perceptrons the set of pruning methods tobe considered consist of the min(w) and the min(�) pruning method, as these methods produce oftensmaller networks than the methods of M. C. Mozer et al. and E. D. Karnin. These �rst two methodsalso have the advantage of a simpler implementation and a smaller demand of CPU and memory.The pruning of neural networks does not always have the usually assumed positive inuence onthe generalization performance. If a network with a very good generalization performance is required,networks of a non-optimal size have to be considered.A preference for one of the �ve pruning methods can not be established, but for speci�c data sets, where3



the di�erences are sometimes remarkable. Consequently, if neural networks (high order perceptrons) witha minimal size and a good generalization are required, several training sessions using di�erent pruningmethods are inevitable.References[Finno�-93] W. Finno�, F. Hergert, and H. G. Zimmermann. Improving model selection by nonconvergentmethods. Neural Networks, num. 6, pp. 771{783, 1993.[Fiesler-93] E. Fiesler. Minimal and high order neural network topologies. Proceedings of the Fifth Workshopon Neural Networks, pp. 173{178, San Diego, California, 1993. Simulation Councils, Inc. / The Society forComputer Simulation.[Karnin-90] E. D. Karnin. A simple procedure for pruning back-propagation trained neural networks. IEEETransactions on Neural Networks, vol. 1, num. 2, pp. 239{242, 1990.[Mozer-89] M. C. Mozer and P. Smolensky. Using relevance to reduce network size automatically. ConnectionScience, vol. 1, num. 1, pp. 3{16, 1989.[Prechelt-95] Lutz Prechelt. Adaptive parameter pruning in neural networks. Technical Report 95-009, Interna-tional Computer Science Institute, Berkeley, CA, 1995.[Thimm-94] G. Thimm and E. Fiesler. High order and multilayer perceptron initialization. Submitted to IEEETransactions on Neural networks. Se also: Technical Report 94-07, IDIAP, Martigny, Switzerland, 1994.[Weigend-90] A. S. Weigend, B. A. Huberman, and D. E. Rumelhart. Predicting the future: A connectionistapproach. International Journal of Neural Systems, vol. 1, num. 3, pp. 193{209, 1990.
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