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ABSTRACT

In this paper, we present the results of a study on the social
focus of attention as a time function derived from the
multisource multimodal signals, recorded by different
personal capturing devices during social events. The core of
the approach is based on fission and fusion of multichannel
audio, video and social modalities to derive the social focus
of attention. The results achieved to date on 16+ hours of
real-life data prove the feasibility of the approach.

Index Terms — Multimodal signal processing, data
analysis, sensor fusion

1. INTRODUCTION

The TA2 (Together Anywhere, Together Anytime) project
[1] is concerned with investigation of how multimedia
devices can be introduced into a family scenario to break
down technology and distance barriers. Technically, the
TA2 project tries to improve group-to-group communication
by making it more natural and by giving the users the means
to easily participate in shared activities. In this sense, we are
interested in the use of consumer level multimedia devices in
novel application scenarios.

One generic scenario is the use of multiple capture
devices at the same social event (see Fig. 1). The primary
characteristic of a social event is that the focus of attention
of the group of attendees is dedicated to the most
important/interesting moments of the event and vice-versa.
Today, with the ease of media content migration, millions of
people share with others their media assets, recorded at
social events. This phenomenon, known as crowdsourcing,
is exemplified by the web sites such as Facebook, YouTube,
and others. In this sense the social focus of attention can be
considered as a feedback-based validation [2, 3] (also
known as a popularity measure) of shared media content
within large communities or as a social network analysis [4]
of the group of attendees. In our study we concentrate
mainly on the ability of dealing effectively with social
interactions during the social events to capture the attention
of the audience from multisource multimodal media assets.
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Fig. 1. An example of social event media coverage. The event
consists of a music performance with 190 media assets from 12
cameras/people. The recordings are automatically plotted versus

time (in seconds), taking the lowest stream with available time slot.

Social signal processing is a recent domain aiming at
bringing social intelligence to computers [5]. The good
survey on social signals and their function can be found in
[6]. The study [7] on automatic analysis of conversational
vlogs proposes to measure social attention by the number of
views. Other related studies rely on video modality [8, 9],
joint audio-visual modalities [10] or joint video-contextual
modalities [9], where the social focus of attention is often
called as shared focus or joint focus of attention. Typically,
the corresponding techniques rely on assumption of static
cameras and impose controlled environments.

In the context, TA2 presents several challenges: the
environments are unconstrained; the devices are hand-held
and are turned on and off at the will of their users; the
recordings captured at the same time by different cameras
may look and sound different; the corresponding metadata is
divergent; the capture devices are neither calibrated, nor
synchronised. If we could prove the feasibility of
automatically derived attention of the audience from
multisource multimodal media assets, then higher level
routine  automation  (e.g., multimedia  clustering,
interpretation of social sensing, cut-point suitability
estimation and authoring processes [11]) could benefit from
additional high-level semantic information.



2. SOCIAL FOCUS OF ATTENTION

We define the social focus of attention as a relative
popularity measure dedicated to a shared target in the
audiovisual domain within social group of people (‘“how
much audiovisual attention is attracted by the target™). Let
M={m;} be an open set of all available media assets,
recorded by social group of people across different events
E={E;}. Each media asset m; can be represented as a couple
(a;,v;), where q; is an audio stream and v; is a video stream,
captured concurrently by device. Then the social focus of
attention sfoa,(z) from the social event E; at time instant 7 can
be defined as a proportion of media assets with correlated
audio and visual focus of attention at each time instant
within the specified event:

m;(t) € E,
length(m,)> 2
vioa(m,(t)) = afoa(m.(t))
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In the above equation, size is size of the set in number
of media assets, vfoa(m(t)) is visual focus of attention and
afoa(m(t)) is audio focus of attention of the media asset m;(?)
at time instant ¢#. The condition length(m;)>2s is used to
eliminate accidental short-term recordings (less than 2
seconds long).

The condition m;(?) € E; can be verified via out-of-scene
data detection [12], which in turn is based on
synchronisation confidence estimation [13]. Corresponding
synchronisation and confidence estimation, based on the
time-quefrency signatures, are performed by searching for a
best distance in n-dimensional Euclidean space between the
time-quefrency representations 4; and 4;” of the test and
reference audio signals ¢; and a;" [13]. The reference audio
signal a/” is taken from a camera that recorded the whole
event E; without interruptions. It is used only for the
synchronisation purpose and can be eliminated, if it is not
required by the involved synchronisation mechanism.

The relative position within the reference signal ¢, from
social event E; is given by:

() =a-argmin(d(4,, 4)))
5

where d is Euclidean metric, o is a step within time-
quefrency representation in s.

The condition m,(t)eE; can be rewritten using a
confidence estimation [12] as a measure of relative variance
of the search space via minimum and maximum distances:

E(d(4, 47)) ~min(d (4, 4;))

-1
~0.2/>c

4-|B(d(4;, 4})) — max(d(4;, 4)))

In the above equation, ¢ is the confidence threshold for
successful synchronisation of the test (a;) and reference (a;)
signals. E is expectation. [, is the length of the test signal a;
in seconds.

Other audio-based solutions are based on the fast cross
correlation of the signals, audio onsets [14], or audio
fingerprinting techniques [15-18]. Most of them results in
fairly good but not perfect synchronisation of the recordings
in real-life conditions.

The condition vfoa(m,(t))=afoa(m,(t)) can be
approximated by doa(vi(t))=doa(a;(t)), where doa is the
estimated direction of arrival. The direction of arrival of
sound (to the stereo microphone array) can be represented as
an angle with respect to some reference direction (0°). We
define this reference direction as an imaginary arrow
intersecting the consumer level device at the centre of the
stereo microphone array, facing the video scene. Taking into
account that within all consumer level devices video sensor
is located in the parallel surface in respect to the stereo
microphone array, the corresponding condition can be
replaced by the constraint on time delay of arrival, which
can be estimated based on well known Generalized Cross
Correlation (GCC) [19].

Generalized cross correlation with maximum likelihood
weighting (GCC-ML) is theoretically optimal in the
presence of uncorrelated noise, nevertheless its performance
degrades with increasing reverberation [20]. In addition, it
requires the spectral information of the noise from the
preceding noise-only frames of the stereo microphone array,
which usually cannot be reliably achieved during noisy
social events. Generalized cross correlation with phase
transform weighting (GCC-PHAT) is more robust against
reverberation [21] due to the whitening of the microphone
array signals. Also, it does not require any information about
precedent noise levels. Therefore, the condition
vfoa(m,(t))=afoa(m(t)) can be finally approximated by:

Flal@)-(Fia o)) |
Faop-Fa o] )]
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In the above equation, F' denotes the Fourier transform.
An asterisk indicates the complex conjugate. ai(/)(t) and
a”(t) are the left and right channels of the audio stream a,(2)
within the media asset m(?). 1, is the threshold for the
corresponding time delay of arrival.

There is a trade-off between GCC-PHAT robustness
and time resolution. While a long analysis window leads to a
reduction in the time resolution, a short analysis window
reduces the robustness of the corresponding cross
correlation and in turn results in unreliable estimations of the
time delay of arrival. Recent results on GCC-PHAT
technique studies can be found in [22-24].
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Fig. 2. An example of social focus of attention as a time function.

3. EXPERIMENTIAL RESULTS

The results presented in this paper were achieved on a real
life dataset of 508 recordings:

e 4 reference signals (total length — 3 h 47 min),
recorded with:

o Canon XL-GI,
o 3x Sony HDR-520VE.

e 504 test signals (97, 79, 139, 189 test signals per
corresponding reference signal; total length — 12 h 21
min), recorded with:

o Canon HD-HSF10, Powershot S5IS, FS100E
mini, XM1 mini DV,
iPhone 3G S,
Nikon D70,
Nokia N95,
Panasonic Lumix DMC-F57, DMC-FX500,
DMC-LX3,
Sanyo Xacti HD mini,
Sony DCR-PC3e, PDC-10E, PDC-100E,
o etc.

The recordings were captured by several social groups
of people (with up to 12 socially connected people per
group) during 4 different events in 2 different countries. The
reference  signal  contents  consist of  musical
concerts/rehearsals with multiple sub-events/replays one
after the other. No constraints were applied for the test
recordings. The corresponding devices were turned on and
off at the will of their users. Though the described dataset
contains only musical events, the proposed technique is
applicable to other types of social events as well.

Experiments were conducted on an open set, which
resulted in 2016 possible combinations for the condition
mj(t) € E;. All corresponding audio tracks were extracted and
converted to 48 kHz stereo PCM files with FFMPEG
software [25]. Corresponding time delays of arrival were
calculated per each recording in step of 1/3 s. The condition
vfoa(m(t))=afoa(m;(t)) was triggered in 93.2% of the cases,
although the corresponding performance levels were not
ideal. Finally, the results were averaged in step of 1 s to
derive the social focus of attention as a time function per
each event.

O O O O

O O

Fig. 2 shows the social focus of attention versus time for
the event illustrated in Fig. 1. The valleys on the graph
correspond to the lower attention due to transitions between
sub-events (e.g. change of performers, pause between
songs). While for the events with a high (> 10) number of
involved personal devices it was always evident to locate
sub-events, for the events with fewer devices, the estimated
social focus of attention was sometimes ambiguous.

In Fig. 3 we illustrate the dependency between precision
and recall values for the condition m;(?) € E;. Precision is
defined as the number of true positive test signals (test
signals correctly detected as belonging to the positive class)
divided by the total number of test signals detected as
belonging to the positive class (the sum of true positive and
false positive test segments). Recall is defined as the number
of true positive test signals divided by the total number of
test signals that actually belong to the positive class (the sum
of true positive and false negative test signals). It is clearly
visible, that the applied time-quefrency signature based
technique outperforms well known cross correlation (which
is given for comparison purpose only). We were able to
achieve 100% precision in the case of 98.4% recall, while
the cross correlation resulted in 90% precision in the case of
90% recall.
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Fig. 3. Precision versus recall for signal clustering.



4. CONCLUSION

We have shown the feasibility of automatic derivation of the
social focus of attention from multisource multimodal
signals, recorded by different personal capturing devices
during social events. We found that the social focus of
attention can be inferred from relations between audio,
visual and personal focus of attention across crowdsourced
media assets. Performance levels achieved to date on 16+
hours of real-life dataset have shown sufficient reliability.
The achieved results are promising for the further
development of the concept in several directions such as
improvement of relative direction of arrival estimation,
experiments on datasets with higher level of media asset
density and investigations on its application in the
subsequent higher level components.
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