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Abstract

Social roles are a coding scheme that characterizes the rela
tionships between group members during a discussion aird the
roles “oriented toward the functioning of the group as a gfou
This work presents an investigation on language-independe
automatic social role recognition in AMI meetings based on
turns statistics and prosodic features. At first, turn+iglstatis-

tics and prosodic features are integrated into a singlergéve
conversation model which achieves a role recognition ayur

of 59%. This model is then extended to explicitly account for
dependencies (or influence) between speakers achieving-an a
curacy of65%. The last contribution consists in investigating
the statistical dependencies between the formal and thal soc
role that participants have; integrating the informatiefated

to the formal role in the model, the recognition achieves@n a
curacy of68%.

Index Terms. AMI meetings Corpus, role recognition, social
and formal roles, turn-taking patterns, social signals.

1. Introduction

Conversation analysis and role recognition have been areact
research fields for long time [1], [2]. Only recently statiat
approaches have been used to model, analyze and autoiyatical
extract this type of information from archives of spokenamn
sations aiming at providing richer informations as comgdce

to the one extracted from purely transcribed speech. Indetw
those, a lot of attention has been devoted to the recognition
of roles. Speaker roles are stable behavioral patternshf?] t
speakers exhibit during a conversations. Automatic ratege
nition based on statistical classifiers has been studiec@ting
recordings like the CMU corpus [3], the AMI corpus [4], [5]din
the ICSI corpus [6] as well as Broadcast [7] and telephone [8]
conversation corpora. Typical features consist in tukinta
patterns, i.e., the way speakers take turns in the disaugsims
durations, overlaps between participants, stylistic andqudic
features as well as lexical features. The roles considered i
those studies are mainly formal roles constant over theeenti
duration of the conversation, e.g., the Project Managandu
professional meeting or the anchorman during a broadcast co
versation. Several other coding schemes that charactitiéze
speaker roles in conversations with respect to the dynamic o
the discussion have been proposed. In between those, thee Soc
Emotional roles [9], inspired from Bales work [10], chaexite

the relationships between group members and their rolés “or
ented toward the functioning of the group as a group”. This
coding scheme attributes to each participant in the dismuss
role in between the followingProtagonist - a speaker that takes
the floor, drives the conversation, asserts its authority as+

sume a personal perspectivijpporter - a speaker that shows

a cooperative attitude demonstrating attention and aanept
providing technical and relational suppoeutral - a speaker
that passively accepts others ide@stekeeper - a speaker that
acts like group moderator, mediates and encourage the commu
nication; Attacker a speaker who deflates the status of others,
express disapproval and attacks other speakers. So@alars
useful to characterize the dynamics of the conversatien,the
interaction between the participants and can be relatetide p
nomena like engagement, hot-spots [11] and also social-domi
nance widely studied in meetings. It is intuitive that thensa
speaker can change social role over time but its role will not
change frequently within a short time window and, at eactetim
instant, a speaker has a single social role in the conversati
Furthermore they can provide another level of understanadim

the meeting dynamics which can be used for indexing, rettiev
or summarization purposes. For instance, a meeting (or & mee
ing chunk) where participants are neutral most of the tire wi
not be as informative as a meeting where speakers take on turn
the Protagonist role.

Previous works on automatic social role recognition have
been mainly performed on corpora that study group decision
making like the Mission Survival Corpus [12], [9] where SVM
classifiers trained on audio and video activity featuresaexed
from a 10 seconds long windows are used for this purpose.
Later in [13], the use of the influence model, coupled HMMs
generatively trained on audio and video activity featureas
shown superior to the SVM. In this case, features were ex-
tracted from one minute long window during which the role
of each speaker is considered constant; each chain of the cou
pled HMMs represents a single speaker. The influence thht eac
speaker has on other participants is modeled through thescha
coupling which can recognize joint activity of multiple se
ers. Furthermore, studies like [12],[13] have outlined reaw
cial roles appear strongly correlated with non-linguisties.

This work investigates the recognition of social roles i@ th
AMI corpus, a collection of professional meetings. Pregiou
studies on those data have mainly addressed the recogaftion
static (formal) roles [4], [5], [6]. The paper provides threon-
tributions: at first a language-independent generativeattbat
accounts for turn-taking patterns, turn duration and pgse
proposed; those features have been mainly considerectin lit
ature for the recognition of formal roles. After that, thedeb
is modified to account for the influence that each role has on
others, the rationale being that it could better captureigro
actions and dependencies between speakers. This is athieve
introducing context-dependent role models. Finally thpepa
investigates the dependencies between social and forteal ro
proposing the use of the formal role as auxiliary informatio
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for the social role recognition. Let us now describe the dath
their annotations.

2. Dataset and Annotations

The AMI Meeting Corpus is a collection of meetings captured
in specially instrumented meeting rooms, which record the a
dio and video for each meeting participant. The corpus ¢asta
both scenario and non-scenario meetings. In the scenagt me
ings, four participants play the role of a design team (Rtoje
Manager (PM), Marketing Expert (ME), User Interface De-
signer (Ul), and Industrial Designer (ID)) tasked with dgsi

ing a new remote control. Those roles will be referred as &rm
roles. The meeting is supervised by the project manager. The
corpus is manually transcribed at different levels (rotgmak-

ing time, words, dialog act). Accurate annotations in teohs
social roles were manually obtained for five scenario mgstin
(ES2002d, ES2008b, ES2008d, ES2009d, 1S1003d) for a to-
tal of 20 different speakers and 3 hours of recordings. In or-
der to compare results with previous studies on other carpor
the same annotation guidelines and heuristics used to peodu
the role annotations in the Mission Survival Corpus [9] (CHI
project) were applied. Annotators were provided with awdid
video and could assign a mapping speaker-to-role at any time
instant. In other words, given a set of participapts; and the
role set{ R} = {P, S, N, G, A} (P=protagonist, S=supporter,
N=neutral, G=gatekeeper, A=attacker), a mappitg) — R
speaker-to-role is available for each time instant. Maanalo-
tations are then post-processed as described in [13]; aka gi
time instantz, the role becomes the most frequent role that the
speaker has in a one-minute long window centered around time
t*. The resulting role distribution (percentage of total tjroé

the five meetings is depicted in Figure 1 (left): most of tineeti

is attributed to the Protagonist/Supporter/Neutral rales only

5% of the time is attributed to the Gatekeeper. No speaker is
labeled as Attacker because of the collaborative naturbeof t
professional meeting. Furthermore Figure 1 (right) plbésgo-

cial role distribution conditioned to the formal role thatch
speaker has in the meeting. The Gatekeeper role, i.e., tde mo
erator of the discussion, is consistently taken by the Rragr
Manager which also take the Neutral role less frequentln the
other speakers.

3. Feature extraction

The audio data from the headset microphones are processed
according to the following steps. The speech activity of the
four speakers is obtained force-aligning the manual sgeenh
speech segmentation with the system described in [14] to pro
duce very precise speaker boundaries. This segmentation is

1This is also the window size typically used for recognizing-h
spots in ICSI meetings.

used to extract a sequence of speaker turns; although kevera
definitions of speaker turns have been given in literature, w
consider here the definition used by [15] and [16], i.e., shee
regions from a single speaker uninterrupted by pauses fonge
then 300 ms. To simplify the problem overlapping speech seg-
ments are ignored, i.e., the time in overlapping regiong/ben
speakers (including back-channels) is assigned to thekepea
that currently holds the floor of the conversation. Furthemen

the following prosodic measures, related to the engagement
the discussion [11], are extracted from the speech regtuats t
compose each turn: FO frequency (mean, standard deviation,
minimum, maximum and median for each turn), energy (mean
and standard deviation for each turn) and mean speech rate ov
the turn. Those measures are then concatenated to form a sin-
gle feature vector of dimension nine which undergoes a ggeak
level z-normalization as in [11]. The resulting feature teec

will be designated in the following asX:}. In summary, each
meeting is transformed into a sequence of speaker turnsiasso
ated with roles:

M = {(t1,d1, X1, 51,71, f1), ery

whereN is the total number of speaker turms,is the turn start,
d, is the turn durationX,, is the vector of prosodic features,
sn designates the speaket, € {P, S, N,G} designates its
social role, f, € {PM,ID,UI, ME} designates its formal
role. During the training, the social rote, is known while the
recognition consists in inferring, when all the other elements
in Eqg. 1 are known.

4. Statistical modeling

Let us statistically model the conversation as a sequeneé of
ements that compose Eq. 1. The most simple model is a first-
order Markov chain, represented using the Dynamic Bayesian
Network formalism in figure 2 (Model 1) where variables
account for the social roles. Its probability can be writhsn

H P(Xn|r)P (2

The termP(r,|rn—1) in EQ. 2 represents the turn-taking pat-
terns, i.e, the way speakers take turn in the conversatiod; m
eled as a simple bi-gram model. In other words, the role taken
by a speaker at turn depends on the role taken by the pre-
vious speaker at the turn — 1. Turn-taking patterns have
been proven effective in recognizing formal roles in selvera
datasets [4], [7], [15]. Bi-gram models are typically sufitt

to capture most of the information and they can be estimated
by counting. The tern®(X,|r,.) represents the probability of
the prosodic feature vector modeled using a Gaussian Mixtur
Model (GMM) trained by standard EM on vectors belonging to
the roler. The number of components is empirically fixed to

(tn,dn, Xn,sn,rn, fN)} (D)

(dnlrn) P(rnlra—1)



four. The ternp(d,|r») represents the turn duration probabil-
ity and is modeled using a Gamma distribution similarly th [8
Its parameters are estimated by maximum likelihood esiimat
using the turns labeled with rofe Also turns durations in con-
versations are strongly related to social phenomena [8f Th
recognition step consists in finding the mappipt(S) — R
speakers-to-role such that the likelihood 2 is maximized i.
N
Q= arg max [T P(dale(s) P(Xnul(s0)) P(e(s0)|0(50-1)

n=1

Drawing a parallel with Automatic Speech Recognition
P(rn|rn-1) represents the “Language Model”, i.e., the prior
information of a role sequence, whil&(d,,|r,) and P(X,|r»)
represent the acoustic model composed of two differentifeat

streams (duration and prosody). The Language model is a prob

ability value while the other two terms are pdf, thus sintjlao
ASR systems, a scaling factor is introduced to bring them in
comparable ranges.

This simple model accounts for information on turn-taking

patterns, turn durations and prosody; however the only term

able to capture dependencies between speakeé?éris|rn—1)
while the emission probability(d,|r,) and P(X,|r») only
depends on the current rotg neglecting the history in the se-
guence. Social roles are indicative of group behaviors had t

influence that a speaker has on others has been pointed as a

central effect in determining those roles, see e.g. [13F ifk
fluence is verified not only on the speech activity but alschen t
prosodic behavior, body movement and focus of attention (fo
instance a Protagonist would induce Supporters to lookmat hi
while speaking). Thus the following modification is propdse
the observations associated with th turn not only depend

on the speaker role that generated the turn but also on the pre

vious speaker role, i.en(dn|rn, ™m—1) and p(Xn|rn, rn-1).
The rationale behind this consists in the fact that, foranse,

a protagonist may have a different prosodic behavior imtaki
turn after a neutral speaker or after another protagoniswb
ing again a parallel with ASR, this can be seen as a left-gbnte
role model, where the four distributiong.|r,) are replaced
with the sixteen left-context dependent model designatitid w
p(.|rn"~1). The probability of a sequence becomes then:

N
= [1 Pl ) P(Xalrn )P r5?) - (4)

n=1

P(d,|rn""") designates a gamma distribution whose param-
eters are estimated by maximum likelihood from turn labeled
rn in left context r,—1. p(xa|r" ') designates a four-
components GMM obtained performing MAP adaptation on
means and weights corresponding topt(]en|rn) GMM. Turn
taking patterns are modeled as before, R{x," ~'|r." %) =

P(rn|rn-1). Figure 2 (Model 2) represents equation 4 using

speaker at turm takes the social role,, knowing that his/her
formal role isf,, and the previous speaker has role ;. Note
that f,,, the formal role of speaker taking turn is assumed
known and it is constant over the entire meeting. The new
model is referred as Model 3 and its likelihood can be written
as follows:

) 0= I

When probabilitie®(r,|r.—1, f») are estimated, smoothing is
applied to leverage the effect of the small dataset.

5. Experiments

Experiments are run on the five annotated meetings using a
leave-one-out approach where the training/tuning is dame o
four meetings and the test is done on the remaining one. The
procedure is repeated such that each meeting is used fiogtest
thus the test set does not contain any speaker from thertgaini
set. During the training, role labels are used to infer theleho
parameters used then for testing on the left out meetindingca
factors are obtained on the training data set, and theneabioli

the test meeting.

The test is done following the same procedure described
in [13], i.e., using a one-minute long window centered actban
given time instant where the reference speaker role is ttet mo
frequent role that the participant had in the window. Thues th
social role of each speaker is assumed constant over the one-
minute long window. The center of the window is then progres-
sively shifted by 20 seconds and the procedure is repedted ti
the end of the meeting. As the speakers social role is camside
constant in the windowy™ is obtained exhaustively searching
the space of possiblg (four speakers and four roles for a to-
tal of 4* = 256 possible mappings) and selecting the one that
maximizes the likelihood. Performances are reported imser
of accuracy and are obtained averaging the results on the lef
out meetings.

Table 1 reports the performance of the turn-taking patterns
the duration features and the prosodic features used thdivi
ally and combined together using Model 1. It can be noticed
that bigram turn-taking patterns achieve the highest aogur
compared to duration and prosody features. The modelstatis
tics reveal that, on average, the protagonist producesefong
turns compared to Supporters and Neutral, the most common
bigram is the Protagonist Supporter] bigram and Neutral turns
are characterized by low energy/speech rate. The thresr-diff
ent types of informations combined together achieve an-accu
racy of 59%. Let us now consider the left-context modeling
(Model 2) as well as the use of information given by formal
roles (Model 3). Table 2 reports their performances. Eiplic
influence modeling increases the accuracy fre#f (Model
1) to 65% (Model 2). Furthermore Model 2 appears largely

)P (Xnlrn" ") P(ralrn-1, fa) (5)

the same DBN formalism as before. The dashed extra edges superior to Model 1 in recognition of the Protagonist and the
that are introduced respect to Model 1 can be seen as a form Neutral roles. Analysis reveal that Protagonists turns ruifr

of “influence” that the role of the speaker— 1 has on the
speaken both in terms of turn duration and in terms of prosody.
The inference step, as before, consists in finding the mgppin
¢*(S) — R speakers-to-role such that the likelihood 4 is max-
imized.

The third type of information here investigated is related
to the correlation between formal and social roles. As shown
in Figure 1, in the AMI data the two schemes do not appear
independent. This information can be modeled simply comput
ing probabilitiesp(ry|rn—1, fr), i.€., the probability that the

ferent prosodic and durations statistics when they areymex
for instance after another Protagonist or after a Neutredker.
Similar differences are observed for Supporters takingstaif-

ter a Protagonist or after a Neutral speaker. In other wafts |
context role modeling is able to better capture acoustic-infl
ences from a role to others. The social role which is recaghiz
the worst is the Gatekeeper as it is a rare role in the datasst (
then 5% of total time). Nor model 1 or model 2 are able to
recognize instances of Gatekeeper. Whenever the formal rol
information is added (Model 3) performance reactg% and



Random | Turns (Unigram)

Turns (Bigram)

Duration | Prosody | Model 1

Accuracy 0.26 0.35

0.49

0.43 0.41 0.59

Table 1: Accuracy of Model 1 and its components (turn-takiagterns, turn duration and prosodic model) in recognizivegfour

social roles.
Total | Protagonist| Supporter| Neutral | Gatekeeper
Model 1 | 0.59 0.61 0.62 0.68 0
Model 2 | 0.65 0.70 0.63 0.79 0
Model 3 | 0.68 0.72 0.65 0.80 0.15

Table 2: Total and per-role accuracy obtained by Model 1,23n

o@

Model 1

Model 2

Figure 2: Proposed DBN models: Model 1 is a multi-stream HMAMAbdel 2 aims at explicitly modeling influence between speske
through left-context role models or equivalently assuntivag the previous role has an influence on the observatioheafurrent role.

few instances of the Gatekeeper role are recognized asseonsi
tently taken by the Project Manager.

6. Discussion and Conclusions

Social roles characterize the relationships between gmem-
bers and they can be related to several phenomena studied in
conversations like engagement, hot-spots and dominance th
providing richer information for accessing and summagzin
those data. Furthermore they characterize the contributfo
each speaker to the conversation. Automatic role recagniiti
meeting recordings like the AMI corpus have mainly addrésse
static (formal) roles that do not change during the recardin
This work presents an investigation on language-independe
social role recognition in meetings using the same mettoagol
and the same non-linguistic features proposed in the cbafex
formal/static coding schemes.

The use of turn-taking patterns, turn duration and prosodic
features integrated into a single generative conversatiodel
recognize social roles with an accuracy3%. This model
is then extended to account for joint speaker/role depeasieen
at the acoustic level (or according to the interpretatiofil8],
the influence) achieving an accuracytd%. The protagonist,
the supporter and the neutral role are recognized well athave
chance, while the gatekeeper, which is a rare role in theusprp
is completely missed by these models. The last contribution
consists in investigating the statistical dependency eetwthe
formal and the social role. Integrating the formal role infia-
tion in the conversation model, increase the recognitioa t@
68% permitting the recognition of Gatekeeper instances. The
total recognition rate is comparable to what reported ireoth
corpora like the Mission Survival Corpus.

Several other language-independent features will be inves
tigated in future works like speaker overlaps/interrupsiodis-
fulencies and the use of non-verbal vocalizations (laughtss-
itations, etc.) as well as longer and more complex deperneenc
between speakers. Furthermore annotation of severalAlter
meetings recordings is currently ongoing and future workk w

study how those findings scale on larger datasets.
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