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Abstract

We present a state-of-the-art bi-modal authentica-
tion system for mobile environments, using session vari-
ability modelling. We examine inter-session variabil-
ity modelling (ISV) and joint factor analysis (JFA) for
both face and speaker authentication and evaluate our
system on the largest bi-modal mobile authentication
database available, the MOBIO database, with over 61
hours of audio-visual data captured by 150 people in
uncontrolled environments on a mobile phone. Our sys-
tem achieves 2.6% and 9.7% half total error rate for
male and female trials respectively – relative improve-
ments of 78% and 27% compared to previous results.

1. Introduction

Mobile phones are an increasingly ubiquitous part
of our daily lives. Biometric authentication on these
devices is particularly challenging because the envi-
ronments in which they are used are, by definition,
changeable and uncontrolled. As they typically incor-
porate both a microphone and a camera, mobile devices
present a unique opportunity to apply a bi-modal ap-
proach, using face and speech data, to biometric au-
thentication. This is a relatively new challenge that has
received limited attention, with most previous studies
using small in-house databases [4, 7, 8]. An interna-
tional competition was organized in 2010 for bi-modal
authentication on the largest publicly-available database
of audio-visual samples collected on mobile phones:
the MOBIO database [5]. However, only a small subset,
namely Phase I, was available during that evaluation.

More recently, [6] presented the first benchmark re-
sults of bi-modal authentication on the complete MO-
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BIO (Phase I and II) protocol, using a fully auto-
matic real-time system running within the hardware
constraints of a Nokia N900 mobile phone.

This paper differs from and extends on the work
of [6] in several ways. Firstly, rather than impos-
ing the hardware constraints of a mobile phone, this
work focuses purely on improving authentication accu-
racy on bi-modal data captured in challenging mobile
environments. Our approach is to exploit recent ad-
vances in inter-session variability modelling (ISV) and
joint factor analysis (JFA) using Gaussian mixture mod-
els (GMMs) for both face and speaker authentication,
to reach state-of-the-art performance on the MOBIO
database. Secondly, while [6] made use of automatic
face detection from videos, here we use the facial im-
age data specified by the MOBIO Still-Image protocol,
for improved reproducibility and easier comparison of
face recognition algorithms. The MOBIO Still-Image
protocol has been utilised before for the task of face
authentication in [11]. In this paper we extend this pre-
vious work to the task of bi-modal authentication.

The following are the major contributions of this pa-
per. We are the first to propose a fused face and speaker
authentication system that uses session variability mod-
elling techniques in both modalities. Secondly, we show
that fusing the results improves authentication accuracy
over using either of the modalities alone. Thirdly, we
compare session variability modelling techniques for
speaker authentication in mobile environments, using
only the training data set of the MOBIO database, and
show that ISV performs favourably. Finally, the pro-
posed bi-modal system achieves the most accurate re-
sults so far on the complete MOBIO authentication pro-
tocol, providing 78% and 27% relative improvements
for male and female trials over previous results [6].

Section 2 describes the session variability modelling
framework. Section 3 describes our approaches to fea-
ture extraction and score fusion, followed by experi-
mental protocols and results.



2. GMM-based face and speech modelling

Bi-modal authentication requires the processing of
both image data (faces) and audio data (speech). Natu-
rally, two separate feature extraction processes are used
for the two modalities, as will be described in Sec-
tion 3.1. In both cases, however, when feature extrac-
tion is performed for a biometric sample X , which we
use interchangeably to represent a facial image or spo-
ken utterance, the output is a set of K feature vectors,
X =

{
x1,x2, . . . ,xK

}
. For a video containing face

and speech samples, each modality is modelled sepa-
rately, and an overall authentication score is derived at
the last stage using score fusion (see Section 3.2).

In this work, we use very similar modelling tech-
niques for both face and speech modalities. Specifi-
cally, we use a generative probabilistic framework that
models the observed feature vectors using GMMs. This
framework remains the basis of state-of-the-art speaker
recognition [10, 3]. For face recognition, it was found
to offer the best trade-off in terms of complexity, ro-
bustness and discrimination [1], and was further devel-
oped in [11] to incorporate session varability modelling.
In the remainder of this section we first describe, very
briefly, the baseline GMM-based approach, followed by
the session variability modelling approaches that build
on this baseline and are evaluated in this work.

2.1 Baseline GMM-based approach

In the baseline approach, the distribution of feature
vectors for each client is modelled by a GMM estimated
using background model adaptation [1], which utilises
a universal background model (UBM) as a prior for de-
riving client models with maximum a posteriori (MAP)
adaptation. Typically, covariance matrices are assumed
to be diagonal and only the means of the GMM compo-
nents are adapted, as this has been consistently shown
to be most effective for both speaker and face recogni-
tion. We use GMMs with 512 components as in [11].
Given a test sample, X t, a client is authenticated by
comparing the extracted features Xt to the model of
the claimed client identity, si, and calculating an aver-
age log likelihood ratio score with respect to the UBM
producing a score h(Xt, si). An efficient approxima-
tion to the log-likelihood ratio known as linear scoring
is used to improve authentication speed without loss of
accuracy [2]. Finally, ZT-norm score normalisation is
applied as in [11] to produce h(Xt, si). The client is
authenticated if and only if h(Xt, si) is greater than a
tuned decision threshold.

2.2 Session variability modelling

In the baseline approach using mean-only MAP
adaptation, a client’s model, si, is effectively the re-
sult of adding an offset, di, to the UBM, m, in a high-
dimensional GMM mean supervector space1.

si =m+ di (1)

This offset is difficult to estimate reliably with lim-
ited enrolment data because it is sensitive to the con-
ditions in which the data was captured. To address
this problem, session variability modelling techniques
were developed that constrain mean offsets to lie within
linear, low-dimensional subspaces. In this way, small
amounts of enrolment data can be utilised more reliably
by appropriately constraining the directions of adapta-
tion within supervector space.

Specifically, the observations of the j’th image of
client i, Xi,j , are assumed to be drawn from a distri-
bution specified not by (1) but instead by µi,j , where

µi,j =m+Uxi,j + di (2)

andU is a low-dimensional session variability subspace
trained with an expectation-maximisation (EM) algo-
rithm on a large training set. Finally, xi,j are latent
factors with standard normal priors [10].

The first work to apply session variability modelling
to face authentication was [11], using two techniques
known as ISV [10] and JFA [3]. As described in more
detail in [11], ISV and JFA differ in their definition
of the client-dependent offset di. Briefly, given la-
tent factors zi and yi with standard normal priors, for
ISV, di = Dzi, where the diagonal matrix D is de-
fined as a function of the UBM covariance. For JFA,
di = V yi+D̂zi, where V is a low-dimensional client
variability subspace and both V and D̂ are learnt from
training data using EM. In this work, for the first time,
we evaluate the use of ISV and JFA for bi-modal (face
and speech) authentication.

3. Experiments

In this section we describe our face and speech fea-
tures, our approach to score fusion, experimental proto-
cols and, finally, results on the MOBIO database.

3.1 Face and speech feature extraction

For face authentication we use the GMM-based sys-
tem of [11]. Feature extraction is based on the approach

1A GMM mean supervector is an NM -dimensional vector formed
by concatenating the M -dimensional means from each of the N com-
ponents of a GMM.



Figure 1: MOBIO database example images.

of [9] that divides the face in a set of overlapping blocks,
assumed to be independent observations of local face
features. Each block is mean and variance normalised
before extracting 2D discrete cosine transform coeffi-
cients. The lowest frequency coefficients are retained
excluding the zeroth coefficient. As in [11] we use a
block size of 12× 12 pixels and retain 44 coefficients.

For speaker authentication, speech segments are first
isolated using energy-based voice detection. Then mel
frequency cepstral coefficient (MFCC) features are ex-
tracted for 25ms frames with 10ms overlap and a 24-
band filter bank. The resulting 60-dimensional feature
vectors contain 19 MFCCs plus energy, delta and dou-
ble delta coefficients.

3.2 Score fusion

For bi-modal authentication, scores are first
derived using the uni-modal sub-systems, giving
hface(X

face
t , sface

i ) and hspeech(X
speech
t , sspeech

i ), before
being fused to produce a single score for the trial,
hfused(t, i). Fusion is performed by a weighted sum of
the two scores. We examine two different approaches
to obtain the weights. The first is to use equal weights
and the second is to use linear logistic regression (LLR)
to learn the optimal weights on the development set2.

3.3 Database and protocols

We evaluate authentication accuracy on the largest
publicly available bi-modal mobile phone database, the
MOBIO database [6]. This database was recorded al-
most exclusively on mobile phones and contains audio-
video data of 150 people captured over one and a half
years. Figure 1 demonstrates typical session variabil-
ity observed in this database. We use the facial image
data specified by the MOBIO Still-Image protocol3 as
in [11]. The MOBIO protocol defines separate training,
development and testing sets (see Section III of [6]). For
UBM training and score normalisation we use the same
subsets of the training data as [11], except that gender-
dependent T-norm cohorts are used for the speaker au-
thentication sub-system. The development set is used to

2We use the implementation of LLR from http://niko.
brummer.googlepages.com/focalmulticlass

3The protocol and manual annotations are available from http:
//www.idiap.ch/resource/biometric

Modality System Male Female
Dev Test Dev Test

Face

McCool et al. [6] 21.6 24.1 20.9 28.2
GMM 9.2 10.5 10.7 20.4
ISV 3.6 7.5 6.7 12.2
JFA 4.0 7.3 7.7 13.2

Speaker

McCool et al.[6] 18.0 18.2 15.1 17.7
GMM 12.6 15.8 20.0 22.6
ISV 8.2 8.9 11.9 15.3
JFA 15.5 14.7 23.1 19.4

Fusion

McCool et al. [6] 10.9 11.9 10.5 13.3
ISV (sum) 2.1 3.3 3.8 11.0
ISV (LLR) 1.2 2.6 2.3 9.7

Table 1: Authentication error rates (Dev set EER, Test
set HTER in %) on MOBIO using either a uni-modal
face, uni-modal speaker, or bi-modal (fused) system.

tune the dimensionality of the ISV and JFA subspaces,
and find the decision threshold that minimises the equal
error rate (EER) on the development set. This thresh-
old is then applied to the test set to calculate the half
total error rate (HTER)4. We also provide test set de-
tection error tradeoff (DET) plots and expected perfor-
mance curves (EPCs) as in [6].

3.4 Results

In this section, we present the results of uni-modal
face and speaker authentication systems as well as the
bi-modal fused systems. The resulting error rates are
reported in Table 1, with corresponding DET and EPC
plots in Figure 2. The reference systems for face,
speaker and bi-modal authentication [6] are evaluated
on the same data. Those systems were optimized to run
in real-time on a mobile phone. The face authentication
component was based on histograms of local features
obtained from faces detected automatically in videos.
The speaker authentication component was based on i-
vector features modelled using probabilistic linear dis-
criminant analysis. The fusion was performed using a
product rule on normalized scores.

In our experiments, both face and speaker uni-modal
authentication systems were built using GMM, ISV and
JFA algorithms. It can be seen that ISV performed the
best in both face and speaker uni-modal systems on the
development set and test set, with only one exception
(the face system on the male test set). In fact, using ISV
instead of the baseline GMM technique consistently re-
duced the HTER by around 30% to 40% across both
modalities. In almost all cases, ISV significantly out-
performed JFA, possibly due to the limited amount of
training data in the MOBIO database.

4The average of false acceptance and false rejection rates
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Figure 2: DET and EPC plots comparing ISV systems: uni-modal face, speech, and bi-modal fused (LLR).

The dimensionalities of theU and V subspaces used
in ISV and JFA algorithms were optimized on the devel-
opment set. It is worth noting that, in the case of ISV,
results were not very sensitive to the dimensionality of
U . The optimal value for the face system was 320 while
for the speaker system it was 40 and 320 for males and
females respectively.

The best fused bi-modal system was obtained by
combining the face and speaker ISV systems. Using
LLR score fusion, the HTER was further reduced by
65% for males and 20% for females. We also exper-
imented with fusing the uni-modal JFA systems but
found no additional improvements. Our ISV-based bi-
modal system thus achieves 2.6% HTER for males and
9.7% for females, which is a relative improvement of
78% and 27% respectively compared to [6].

Finally, we analysed score calibration by calculat-
ing the increase in test HTER with respect to the corre-
sponding test set EER. For males and females, the test
set HTER was 2.6% and 9.7% respectively, as shown in
Table 1. In contrast, we found that the corresponding
test set EER values were 2.6% and 6.8%. Thus, the dif-
ference between test set HTER and EER was negligible
for male trials but for females there was a substantial
difference (2.9% absolute). This suggests that the fe-
male test set HTER could be considerably reduced by
addressing an apparent score calibration problem.

4. Conclusions
This paper presented a state-of-the-art bi-modal au-

thentication system robust to challenging mobile envi-
ronments. For the first time, session variability mod-
elling techniques were evaluated for both face and
speaker authentication on the MOBIO database. Re-
sults proved the effectiveness of the techniques, with
ISV performing particularly well for both face and
speaker authentication. By using LLR score fusion, the
error rate was further reduced substantially, showing the
complementarity of the two modalities. The resulting
bi-modal authentication system provides the most accu-
rate result by far (relative improvements of at least 30%
for the fused system) on the MOBIO database when
compared with previously published results.

In future work we plan to investigate gender-
dependent training, the use of additional training
databases, and the aforementioned score calibration is-
sues. While this paper focused on the accuracy of algo-
rithms, future work includes development to run within
the practical constraints of mobile platform hardware.
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