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Dr. Sebastien Marcel, co-directeur de thèse
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Abstract

The sliding window approach is the most widely used technique to detect objects

from an image. In the past few years, classifiers have been improved in many ways to

increase the scanning speed. Apart from the classifier design (such as the cascade), the

scanning speed also depends on a number of different factors (such as grid spacing, and

scale at which the image is searched). Scanning grid spacing controls the number of

subwindows being processed, thus controlling the speed of detection. When the scanning

grid spacing is larger than the tolerance of the trained classifier it can suffer from low

detections. In this thesis, we propose an alternative search technique, which can improve

the detections when lesser number of subwindows are processed.

First, we present a technique to reduce the number of miss detections while increas-

ing the grid spacing when using the sliding window approach for object detection. This

is achieved by using a small patch to predict the location of an object within a local

search area. To achieve speed, it is necessary that the time taken for location prediction

is comparable or better than the time it takes in average for the object classifier to re-

ject a subwindow. We use binary features and a decision tree as it proved to be efficient

for our application. In the process we also propose a variation of an existing binary fea-

ture (Ferns) with similar performance, and requires only half the number of pixel access

when compared to Fern feature. We analyze the effect of patch size on location estima-

tion and also evaluate our approach on several face databases. Experimental evaluation

shows better detection rate and speed with our proposed approach for larger grid spacing

(lesser number of subwindows) when compared to standard scanning technique.

We also show that by using a simple interest point detector based on quantized gra-

dient orientation, as the front-end to the proposed location estimation technique, we can

achieve better performance even when fewer number of subwindows are processed. The

interest points detected can be assumed as a non-regular grid compared to regular grid

in the sliding window framework. A few image patches are sampled around an interest

point for estimating the probable face location and further verified using a strong face

classifier. Experiment results show that using an interest point detector can reduce the

number of subwindows processed while maintaining a good detection rate.
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Résumé

Les approches à base de fenêtres glissantes sont celles qui sont les plus utilisées pour

la détection d’objets dans les images. Ces dernières années, les classifieurs ont été con-

stamment améliorés pour accélérer la vitesse de parcours de la fenêtre glissante et donc

le temps total de recherche dans une image. En plus de la structure du classifieur (par ex-

emple, une cascade), la vitesse de parcours de la fenêtre glissante dépend aussi d’autres

facteurs comme le pas de la grille de parcours, à la fois dans l’espace image (position) et

échelle (taille). Le pas de parcours contrôle le nombre de fenêtres sur lesquelles le classi-

fieur est appliqué et ainsi influence fortement le temps total de détection. Augmenter le

pas de la grille de parcours de la fenêtre glissante au delà de la tolérance du classifieur

cause une augmentation des faux négatifs (détections manquées). Dans cette thèse, nous

proposons une nouvelle méthode de parcours de l’image qui permet d’améliorer les taux

de détection tout en traitant moins de fenêtres.

Dans un premier temps, nous présentons une méthode permettant de réduire le nom-

bre de faux négatifs quand le pas de recherche de la fenêtre glissante est augmenté. Pour

ce faire, une petite région de l’image (patch) est utilisée pour prédire la position de l’objet

recherché dans un voisinage. Pour gagner en vitesse, il est indispensable que ce proces-

sus de prédiction soit rapide par rapport au temps que le classifieur met à rejeter une

fenêtre (en moyenne). Pour cela, nous utilisons des caractéristiques à base de local bi-

nary patterns (LBP) et des arbres de décision qui ont été reconnus comme efficaces pour

notre domaine d’application. Nous proposons aussi une variation de caractéristiques ex-

istantes (Ferns). Comparées aux Ferns, nos caractéristiques nécessitent deux fois moins

d’accès aux pixels et produisent des taux de détection similaires. Nous évaluons l’impact

de la taille du patch considéré (utilisé pour la prediction) et utilisons plusieurs bases de

donnée de détection de visages. Nos résultats montrent que, par rapport aux méthodes

standard à base de fenêtre glissante, notre approche a de meilleurs taux de détection

pour des pas de parcours plus grand (moins de fenêtres à traiter).

Nous proposons aussi d’utiliser un detecteur de points d’intérêt (basé sur l’orienta-

tion quantifiée du gradient de l’image) pour pré-sélectionner les points en lesquels le

prédicteur de position est appliqué. Cette approche permet d’obtenir de meilleurs taux de
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reconnaissance tout en appliquant le classifieur sur un plus petit nombre de fenêtres. Le

detecteur de points d’intérêt peut être vu comme une grille non régulière, à la différence

de la grille des méthodes classiques à base de fenêtre glissante. Quelques patchs sont

choisi aléatoirement autour de chaque point d’intérêt pour estimer la position la plus

probable de l’objet ; le classifieur est alors appliqué à cette position pour déterminer s’il

y a effectivement un objet ou non. Nos expériences montrent que cette méthode à base

de points d’intérêt réduit le nombre de fenêtres à traiter tout en conservant un bon taux

de détection.

Mots-clés : détection des visages, estimation de la position, arbre de décision, les

caractéristiques binaires, points d’intérêt.
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Chapter 1

Introduction

Computer vision applications are now ubiquitously found in mobile phones, digital camera, cars,

toys, hospitals, airports, and security areas, and this has been possible by the availability of fast

processors and robust algorithms. One of the problem in computer vision is face detection. The goal

of face detection is to detect the location and size of all faces in an image. This is an easy task for

humans, indeed babies are able to recognize human faces very early. However, this task becomes

challenging for a machine as the face image captured with a vision sensor, gets altered by pose

variations (rotation out-of-plane), camera angle, illumination, facial expressions, and occlusions

(glasses, sunglasses, hat).

There are many closely related problems of face detection. A general view of different face pro-

cessing problems are shown in Figure 1.1. Facial feature detection aims at detecting the presence

and location of features, such as eyes, nose, nostrils, eyebrow, mouth, lips, and ears, with the as-

sumption that there is only one face in an image. Face recognition aims to (1) compare an input

image (probe) against a database (gallery) and report a match, if any (face identification), and (2)

verify the claim of the identity of an individual in an input image (face authentication). Face track-

ing methods continuously estimate the location and possibly the orientation of a face in an image

sequence, while facial expression recognition concerns identifying the affective states (happy, sad,

surprised) of humans. Clearly, face detection is the first step in any of the above automated system.

The face detection problem is one of the oldest problems in computer vision, dating as early as 1972

[85]. Though there has been good detection performance [84; 107] in the past few years, it is still

11
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Face detection
Input image

Face recognition

Age estimation

Gender recognition

Emotion recognition

Tracking by detection

Figure 1.1. Illustration of different stages in face processing.

an interesting problem since recognizing patterns is not completely understood when compared to

the performance of a human being.

In this thesis, we focus on the detection stage of the pipeline (Figure 1.1, the box shown in red).

The usual and most widely used approach to detect objects from an image is the sliding window

technique. A classifier with a fixed size subwindow is evaluated at every location and scale of the

image, and an object is detected when the classifier response is above a preset threshold. The clas-

sifier has to evaluate millions of subwindows and has to be fast to achieve real-time performance.

The cascade paradigm introduced by Viola and Jones [107] is one of the approaches to speed up the

detection by rejecting the background as quickly as possible and spending more time on object like

regions. Nevertheless, scanning with fine grid spacing is still computationally expensive. Cascade

of classifiers speed up the detection to a limit which is difficult to overcome. One possible way to

further speed up the detection process is to decrease the number of subwindows being evaluated,

for instance, by increasing the grid spacing during the scanning process. Unfortunately, as the grid

spacing is increased, the number of detections also decreases rapidly. This thesis focuses on alterna-

tive search techniques to reduce the number of miss detections when fewer number of subwindows

are analysed.
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1.1 Motivation

The number of vision applications in different digital devices are increasing. Each of these ap-

plications require an efficient processing of image sequences using more and more complex pattern

recognition algorithms. Speeding up any of these tasks gives way to integrate more vision algo-

rithms in a device. There has been different approaches to speed up detection algorithms. In face

detection task cascade of classifiers has been the popular choice. In [47], object detection has been

speeded up using branch and bound algorithm within a specific detection framework. In [18], the

authors have cut down time consumed for feature computation by approximating the features at

different scales. Some have implemented the existing approaches in GPU’s which makes use of par-

allel computing to speed up the detection task [76; 13]. We try to come up with an alternative search

approach targeting face detection which may add value to some of the above mentioned approaches.

1.2 Objective

In this thesis, we propose to answer to the question : “ Is there some alternative search strategy

to detect faces from an image which can perform reasonably good even when fewer number of

subwindows are analysed ?”. We split this problem into different subtasks:

1. We first investigate alternative search strategy in the sliding window framework.

2. To test our alternative search technique we evaluate our approach on frontal and multi-view

face databases.

3. We investigate alternative binary features similar to ferns [68] and local binary pattern (LBP)

[66] which can be used for classification task.

4. We also investigate interest points for quick focusing for face detection task.

We focus only on detecting faces from an image, but our approach should be equally applicable

to detect other objects from an image.

1.3 Contributions

The main contributions of this thesis are as follows:
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1. We propose alternative search techniques to reduce the number of miss detections when

fewer number of subwindows are evaluated by increasing the scanning grid spacing in the

sliding window framework. Our main idea is to combine Generalized Hough transform [7]

within the sliding window framework to achieve the above mentioned goal. A small image

patch is used to predict the location of the face region and is further verified by a strong clas-

sifier (cascade of boosted classifier) [93; 94]. We provide some theoretical insight on standard

sliding window approach and the proposed one with respect to detection rate vs. grid spacing

and detection rate vs. speed.

2. Location estimation using a decision tree and binary features: A decision tree is used

to learn the association between the location (offset) and the patch (face) appearance. We

investigate the performance of location estimation for different patch sizes, depth of the tree

and for two different binary features (ferns and µ-ferns [93]) on cropped face databases. Next,

we evaluate our proposed alternative search technique on various face databases (frontal face,

in-plane and out-plane rotated faces) and show improvement in detection rate for larger grid

spacing. The design of fast location estimation using a decision tree and simple binary feature

offers speed to our approach without degrading the performance drastically.

3. Improving the proposed search technique using interest points: We also investigate

the use of interest points which can be used to reduce the search space for face detection. The

detected interest points could be considered as a non-regular grid as opposed to the regular

grid in the sliding window approach. A few image patches are sampled around an interest

point and probable face location are estimated using location estimation and verified using

a strong face classifier. Any interest point detector could be used as long as some points on

the face are detected for different face sizes and quality of the image. We propose a simple

interest point detector based on gradient orientation which can be calculated very quickly.

Our approach of using interest point along with location estimation shows good performance

on different face databases.

4. Moreover, this thesis is proposing additional other contributions:

– We explore the use of fern features for frontal face detection. The features are selected

using conditional mutual information and are combined in probabilistic way to classify a
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given pattern as a face or non-face.

– We propose a new feature called µ-ferns which performs comparable to ferns. The difference

between the two is that µ-ferns compares a pixel value to the average value of the patch,

while ferns compare two pixel values. µ-ferns requires to access only half the number of

pixels when compared to ferns, but requires an integral image for computing the average

value of the patch efficiently.

Related publications

1. Bala Subburaman Venkatesh and Sebastien Marcel, “ Fast Bounding Box Estimation based

Face Detection”, In ECCV 2010 Workshop on Face Detection: Where we are, and what next?,

2010. (Achieved best paper award sponsored by Microsoft Research India 1)

2. Bala Subburaman Venkatesh and Sebastien Marcel, “An Alternative Scanning Strategy to

Detect Faces”, In International Conference on Acoustics, Speech, and Signal Processing

(ICASSP), 2010.

3. Bala Subburaman Venkatesh and Sebastien Marcel, “Face Detection using Ferns,”

https://publications.idiap.ch/index.php/publications/show/1575, Tech. Rep., Idiap-Internal-

Com-06-2008.

4. Bala Subburaman Venkatesh and Sebastien Marcel, “A Fast Search Technique for Face De-

tection using Location Estimation”, (Journal submission) Tech. Rep., Idiap-Internal-RR-171-

2010.

1.4 Organization of the thesis

The structure of this thesis is as follows:

– Chapter 2 first reviews different approaches to face detection. Then we review some of the

work related to search and speed-ups for detecting faces and other objects from an image.

– Chapter 3 describes our alternative search technique of using location estimation for face

detection within the sliding window framework. This chapter also discusses on training and

testing a decision tree for location estimation. The performance of location estimation for

1. http://vis-www.cs.umass.edu/fdWorkshop/
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different patch sizes on cropped face databases and computation time for different tree depths

are reported.

– Chapter 4 reports the experiment results of applying the proposed search technique on various

face databases (frontal faces, in-plane and out-plane rotated faces) and compares with the

standard sliding window approach. Different aspects such as detection rate vs. grid spacing

and time vs. detection rate are discussed to bring out the advantages of our proposed search

technique.

– Chapter 5 describes improving the proposed search technique by using interest points as a

non-regular grid that focuses more on face region. A simple interest point detector is de-

scribed based on quantized gradient orientation. Experiments are performed on benchmark

face databases and compared with the standard sliding window technique.

– Chapter 6 concludes the thesis with a brief summary of contributions made and discusses the

possible future research directions.

– In the appendix, we describe some other contributions of the thesis. This includes the work

on fern feature for face detection. We also report the performance of profile face classifier on

FDDB face database.



Chapter 2

Related work

Face detection is a mature topic and many different approaches have been proposed during the

last decade. We will first present the basic and popular framework for face detection which is the

sliding window approach in the next section. We will then review some of the work on frontal face

detection in Section 2.2.1. Since images usually contain faces which are not always frontal, the

need for detecting multi-view faces has also been addressed in the literature. We will review briefly

some of the techniques for multi-view face detection in Section 2.2.2. A recent report on evaluation

of commercially available face detection and recognition systems such as Picasa (Google), PittPatt

(currently bought by Google), and iPhoto (Apple) is available in [21]. We briefly present only the

results of face detection systems in Section 2.2.3.

With the accuracy level of object detection increasing, a number of applications that uses detec-

tion of faces/objects as front end has been growing and the need to process images quickly is gaining

importance for real-time applications. The processing of high-definition (HD) images and videos is

also becoming a challenging task. To speed up the search, different approaches have been proposed

for faces, human/pedestrian, and other general objects, from which we can get a different insight

into the area of object detection. We will review some of speed up techniques for object detection in

Section 2.3, and finally, summary is presented in Section 2.4.

17
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2.1 General framework for face detection using the sliding

window search

The usual and the most popular approach to detect faces/objects from an image is the sliding

window technique [84; 107; 16; 90; 109]. The general framework for face detection using the slid-

ing window approach is shown in Figure 2.1. In this approach a classifier is evaluated at every

possible location and scale (subwindow) of the image. Features are extracted from the image patch

(subwindow) to reduce the effect of noise and intra-class variations before giving as input to the

classifier. The subwindow is labelled as face if the classifier score is above a specific threshold. Usu-

ally multiple detections occur near the target region and are merged to obtain the final bounding

box.

2.2 Face detection

In this section, we will first review work on frontal face detection followed by multi-view face

detection. Then, we describe the result of evaluating commercially available face detection systems

on benchmark face databases.

2.2.1 Frontal face detection

There are two main survey papers on face detection, one by Yang et al. [114], and another by

Low et al. [32]. Face detection approaches as categorized by Yang et al. [114] are mainly knowledge-

based, feature invariant approaches, template matching, and appearance based methods, which are

briefly reviewed next.

(a) Knowledge-based and feature invariant approaches

Knowledge based approaches uses human knowledge about faces to derive the relationship be-

tween facial features. Yang and Huang [113] used a hierarchical knowledge-based method to detect

faces. The rules are based on contrast between the face region and the environment around the

face. The rules are split in 3 levels (similar to coarse-to-fine or cascade of rules) to efficiently search

for face region. The first level rules are simple to detect roughly the face region. The second level
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Figure 2.1. General framework for face detection using the sliding window approach. (a) The dots on the image repre-
sent the grid where the classifier is evaluated on a fixed sized subwindow. (b) Multiple detection in the neighbourhood
of face in location and scale space. (c) Final detections after merging.

rules tries to detect the eyes, nose and the mouth based on vertical and horizontal sum projection

of face region. The third set of rules operate on edges to further verify the presence of face region.

On the other hand, in feature invariant approaches, the algorithm tries to find structural fea-

tures which exists even in the case of variation in pose, viewpoint or lighting conditions. The

assumption is that there must exist features which are invariant to these variabilities. Usually

edges or blobs representing the eyes, cheeks, mouth and the head region are extracted and their

spatial configuration is verified for the face region [92; 12; 51]. In [51], the spatial distance between

the facial parts are modelled using Gaussian distribution from an ensemble of training face images.

Given a test image, candidate facial feature are detected by matching the filter response with the
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facial feature templates, and search for best constellation (eyes, nose, mouth) of face is formulated

as a random graph matching problem in which the nodes correspond to the feature of face and the

arcs represent the distance between different features. The constellations are ranked based on the

probability density function that a constellation corresponds to a face, and a face is detected if there

are more than 3 facial features found in a constellation. This type of model (pictorial structures for

object recognition) was introduced by Fischler et al. [23] in 1973. The basic idea is to model the

object as a collection of parts which are connected by spring like structure to allow for deformations

to some extent.

Yow and Cipolla [117] found region of interest by first applying second derivative Gaussian fil-

ter to the image. Then the edges around these interest points are grouped to form regions. The

grouping is based on edge strength similarity and orientation. The features from a region mainly

edge strength, edge length and intensity variations are computed and matched against the stored

feature vector for a valid facial feature. The facial features are further grouped and evaluated us-

ing Bayesian network to detect faces. The faces had to be larger than 60x60 for detection in their

implementation. The main problem with feature-based algorithm is that the image features can

be severely corrupted due to illumination, noise, and occlusion. Feature boundaries can be weak-

ened for faces, while shadows can cause numerous strong edges which together render perceptual

grouping algorithms useless.

Govindaraju et al. [105] approach, mainly operated on edges on which predefined rules are set

to detect left, hair line, and right side curves of frontal face. Then pairs of feature are joined by

edges if they could arise from the same face region. If the cost of a group of three feature curves

with different labels are low then the group becomes a possible face hypothesis.

Another feature that has been used for face detection is the human skin color [34; 11; 17; 43;

100]. Different methods have been proposed to model the skin color in different color spaces (HSI,

RGB, CIE, YCrCb). Mixture of Gaussian [35] and histogram methods [17] are often used to model

the skin color. In [43], billions of skin pixels are used to model the skin color. In their experiments

they find that histogram models to be superior to mixture models. One main advantage of color

information is that it helps to reduce the search space by focusing on regions with likely skin color,

but usually not sufficient to detect and track faces. It is usually combined with detecting oval shape

of face and local feature analysis for verifying the presence of face region [34]. Unfortunately skin
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color cannot be used in gray scale images or when the faces are artificially colored (e.g., spectators

having country flag painted on face), but can be powerful and greatly reduce the computation time

in certain application scenarios.

Discussion

Though there has been different attempts based on feature invariant, knowledge and template

based approaches, it still lacked the performance required for any real world application. In many

of these approaches human expertise was used to design the hand crafted edge features and rules to

detect faces from an image, which might not be sufficient for automatic detection by machine. Nev-

ertheless, the edge features are powerful and are still used for object detection with various machine

learning algorithms. For example edge-based grouping approaches for object detection are explored

by Vittoro Ferrari et al. [22] and contour segment features along with Chamfer matching [9] have

been used to detect horses, mugs, swans, humans and many other objects [75; 101; 28; 40; 60]. It

can be said that, machine learning is one of the key components in improving the performance for

various object detection algorithms. The advantage being that the knowledge about the object is

learned implicitly by the machine learning algorithm during training time.

(b) Appearance-based approaches

Excellent results on face detection based on appearance-based approaches which relies on sta-

tistical analysis and machine learning lead research in this direction. In this approach a subimage

of a fixed size is given to a classifier which takes a decision if it is a face or a non-face. Many differ-

ent appearance-based algorithms have been proposed for face detection; Subspace methods [104],

Neural Network [84], Support Vector Machines [67], Sparse Network of Winnows [81], Naive Bayes

Classifier [88], and Information Theoretical approach [14]. Appearance based methods require the

input image to be scanned at every location and scale. As a consequence the number of windows

that needs to be tested easily reaches millions depending on the size of the image and the accuracy

of the search. Therefore these methods need a classifier with a high true positive rate (detection

rate), but also with an extremely low false positive rate (false alarm), typically of the order of 10−6.

In the early 1990’s, Sirovich and Kirby [46] developed a technique using PCA to efficiently repre-

sent human faces. Turk and Pentland [104] later proposed to perform Principal Component Anal-
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ysis (PCA) on training face images and to use the eigenvectors, also called eigenfaces, as a face

template. A candidate subwindow region is classified according to the distance computed in PCA

subspace after projection. The distance can be interpreted as a measure of faceness. To better model

the face space, Sung and Poggio [95] divided it into subclasses using mixture of multi-dimensional

Gaussians and was decomposed in PCA subspace. A set of Mahalanobis-like and Euclidean dis-

tance were computed for a new image with respect to the face and non-face clusters and given to a

trained Multi-Layer Perceptron (MLP) for face/non-face classification.

Rowley et al. [84] incorporated face knowledge in a retinally connected neural network and

reported results on a difficult dataset. To improve the performance, multiple neural networks were

trained and the output were combined with an arbitration strategy. Feraud et al. [78] suggested

a different neural approach, based on a constrained generative model (CGM). Their CGM is an

autoassociative fully connected MLP with three layers of weight. The idea behind this model is to

force nonlinear PCA to be performed by modifying the projection of non-face examples to be close to

the face examples. Classification is obtained by considering the reconstruction error of the CGM.

Osuna et al. [67] used Support Vector Machine (SVM) for face detection. A SVM with a polyno-

mial kernel function is trained for face/non-face classification. One of the main advantage of SVM

is that it can work with few training samples. Schneiderman and Kanade [88] describe a Naive

Bayes classifier to estimate the joint probability of local appearance and position of face patterns

(subregions of face) at multiple resolutions. At each scale, a face image is decomposed into smaller

subregions to cope with small alignment errors during matching. These subregions are then pro-

jected to a lower dimensional space using PCA and quantized into a finite set of patterns, and the

statistics of each projected subregions are estimated from the projected samples to encode local ap-

pearance. Their method decides that a face is present when the likelihood ratio is greater than the

ratio of prior probabilities. They also extended this method with wavelet representation to detect

profile faces and cars [89].

Roth et al. [81] used Sparse Network of Winnows (SNoW) learning architecture for face de-

tection. The SNoW learning architecture is a sparse network of linear functions that utilizes the

Winnow update rule [57]. Their face detector makes use of Boolean features that encode the posi-

tions and intensity value of pixels. Garcia and Delakis [27] proposed a convolution neural network

for detecting semi-frontal human face in complex images. Their method automatically derives op-
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timal convolution filters that act as feature extractors. This technique has also been used for other

object detection tasks [96].

Boosting: All the above classification techniques provide good results for face detection but are

computationally expensive as the input pattern has to go through all the calculations before mak-

ing a decision for face and non-face. In 2001, Viola and Jones [107], proposed boosting Haar-like

features with cascade architecture (ref. Figure 2.2) for face detection which achieves good perfor-

mance in real-time. A recent survey on face detection mainly focusing on boosting approaches are

presented in [119]. The main idea of boosting is to build a strong classifier by combining many

weak classifiers [116]. A weak classifier only needs to perform better than chance. Adaboost se-

lects a small set of weak classifiers from a larger set to build an efficient classifier. Though many

weak classifiers are required to achieve high performance, the key idea is to build a cascade of

classifier, where each classifier consists a set of weak classifiers. The number of weak classifiers

in each stage is varied in complexity when moving forward in the cascade. The initial stages has

smaller number of weak classifiers (i.e., number of features in each classifier) to reject majority of

the background quickly and focus more on face like region in the later stages of the cascade, thus

achieving higher detection speeds. With this breakthrough approach, many research papers focuses

on boosting framework, cascade architecture, and features which are fast to compute and robust to

illumination changes. Many different boosting strategies have been developed over last few years.

In addition to various boosting algorithms, feature extraction that were simple to compute, robust

to illumination changes, and capture the structure of the pattern efficiently was also explored.

All Sub−windows

C(1)

>T

C(2)

>T

C(K)
>T

Sub−windows

<T_<T<T_

Rejected Sub−windows

Accepted

_
1 2 K

K21

Figure 2.2. Cascade architecture for speeding up detection process. A series of classifiers C(k), k = 1, ...,K, are applied
to every sub-window. A sub-window is rejected if it is lesser than the stage threshold T (k), otherwise it is passed on to
the next stage. The thresholds are selected such that large number of background sub-windows are rejected by first
few classifiers.
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Jianxin Wu et al. [110] proposed a novel cascade learning algorithm based on forward feature

selection which is two order of magnitude faster than Viola-Jones approach and yields classifier of

equivalent quality. Huang et al. [36] proposed a nested cascade detector in which the confidence

of the strong classifier from the previous layer is used as input along with other weak classifiers to

the next layer. This reduces the number of layers and features used to reach the same detection

and false positive rate. Stan Z. Li et al. [53] proposed Floatboost technique to backtrack and

delete those weak classifiers that are non-effective or unfavourable in terms of error rate, which

leads to a strong classifier consisting of fewer weak classifiers. In [59], a method to build a strong

classifier with many weak classifiers without having go through a cascade architecture (number of

stages, detection rate and false negatives for each stage, and number of weak classifiers for each

stage) was proposed for training process which is termed as “softcascade”. A cascade could be built

without retraining by splitting the strong big classifier into several stages to achieve the required

speed and accuracy. Similar to softcascade, Xiao et al. [111] proposed dynamic cascade which could

be used to train on massive dataset. They also use multiple feature set (Haar-like , edge orientation

histogram (EOH) [44], and Gabor features), and show that using different feature set can improve

the classifier performance.

Another feature that has become popular mainly for face detection and recognition is the local

binary pattern (LBP) [77] and its variants. Unlike Haar feature which gets affected due to illumi-

nation variation, the main advantage of LBP feature is that the feature response is not affected by

monotonic transforms. Fröba et al. [25] used a variation of LBP called modified census transform

(MCT) with boosting for face detection. In their approach the LBP feature was computed with com-

parison to mean gray value of the all pixels considered instead of center pixel alone. Lun Zhang

et al. [122] introduced Multi-block LBP (MB-LBP) to further enhance the feature set for achieving

better detection performance.

Recently in [103], extended set of local binary pattern was proposed for face detection; transi-

tional LBP (tLBP) and direction coded LBP (dLBP) to encode additional pixel comparisons which

did not exist in the original LBP pattern and also showed that a classifier built using the extended

set of LBP pattern improved the performance of the detector by some amount. The percentage

of different types of LBP used are also shown in their paper. An interesting observation is that

modified MB-LBP (mMB-LBP; comparing to the mean value of all the pixels) dominates for face



2.2. FACE DETECTION 25

detection but for car detection tMB-LBP dominates.

2.2.2 Multi-view face detection

Faces usually do not appear frontal in the photos taken at different occasion. The face can have

variation in pose and orientation, which adds additional challenges for learning and detection.

Usually it is categorized into in-plane rotation (Figure 2.3(a)) and out-of-plane (Figure 2.3(b)). One

could train a single classifier with all the pose and orientation variations, but this usually results in

poor performance. Divide and conquer or coarse to fine strategy have been adopted by researchers

to tackle this issue.

(a)

(b)

Figure 2.3. Examples of multi-view faces. a) in-plane rotation, b) out-of-plane rotation.

One of the simplest method is to train and search for each view independently. The parallel

cascade shown in Figure 2.4(a) was proposed by Wu et al. [109]. They build a cascade detector for

each view independently. The detectors are built only for few views (for example; frontal view with

60◦ and 90◦ in-plane rotation; left profile view with 60◦, 90◦ and 120◦ in-plane rotation), and the rest

of the detectors for other views are obtained by flipping and rotating the Haar features. To test if

the new pattern is a face, all the detectors are run in parallel for first few stages. Then a decision
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is made to continue with only one classifier that has the highest output among others from the first

few stages.

In [121], error correcting output codes are used to learn multi-class classifier. Each class is

given a string of binary value and a SVM classifier is learnt for each of the binary bit. A test patch

is passed through all the SVM classifier and a binary string is obtained. This binary string is then

decoded to obtain the class label.

(a)

(b)

(c) (d)

Figure 2.4. Different detection structures for multi-view face detection. The solid lines represent the test input going
to next stage, while the dashed lines represent that the input pattern is rejected. The circles represents a stage in a
cascade. a) parallel cascade, b) detector pyramid c) detection tree, d) detection tree with early rejection. The circles
represent strong classifier, solid lines are pass route, and dashed-lines are reject route.

Stan Z. Li et al. [54] proposed a detector pyramid architecture (Figure 2.4(b)) which adopts

coarse-to-fine and simple to complex (top down in the pyramid) strategy to detect multi-view faces.

Their architecture is designed to detect faces rotated out-of-plane [−90◦,+90◦] with +/ − 15◦ rota-

tion in-plane. The pyramid has three levels. In the first level all the face poses are considered,

while rejecting some non-faces. The second level is split into three pose categories [−90◦,−30◦],

[−20◦,+20◦] and [+30◦,+90◦]. The last level is split into 7 pose categories. It is not clear why the

test patch has to go through all the nodes in a level thus leaving room for further improvement in

the detector design.

Viola and Jones [42] also proposed a fast multi-view face detector based on estimating the pose

quickly by using a classification tree. Once the pose is estimated a view specific detector is used to
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verify the presence of face. The pose estimator architecture is shown in Figure 2.4(c). Rowley et al.

[82] used a neural network classifier to estimate the rotation of face, and this information is used

to normalize the input pattern and feed it to the upright face detector.

Huang et al. [37] presented vector boosting in which hard decision from a weak classifier is

replaced with vector valued output. They allow the vector value output to be such that the nearby

poses are considered for further exploration which is in contrast to [42] where a hard decision of

pose is made. The features are shared in the initial stage of the architecture for different views,

while at the end of the architecture the features selected are more view specific. In a similar work,

Torralbe et al. [102] proposed a multi-task learning procedure, based on boosted decision stumps,

that reduces the computations at run-time and complexity at training time, by finding common

features that can be shared across classes (views). When the detectors for each class are trained

jointly, the selected features are generic edge-like features and have good generalization (classifier

performs well on unseen test patterns).

Most of the appearance-based approaches requires large amount of training data and manually

labelling all the pose sub categories can be labour intensive. To tackle this issue, some researchers

have approached this in an unsupervisedmethod to automatically cluster the different views of face

into sub categories. In [108], the authors proposed cluster boosted tree classifier, were a k-means

clustering algorithm is used to split the samples into two sets when the discriminative power of

a weak classifier becomes too weak. The classifiers are retrained once the samples are split into

two parts. The features remain the same but only the classification function is recalculated, thus

sharing features across different views. In a similar approach Babenko et al. [5] proposed multiple

pose learning where the goal is to simultaneously split the data and learn a classifier for each

view. They used LFW (Labled faces in the wild [38]) database to test their algorithm, though no

performance results are provided on the benchmark face databases. Kim et al. [98], also proposed

similar framework to cluster the samples during the training process. The initial sample labels are

given using k-means clustering algorithm. After learning a weak classifier, the sample labels are

re-evaluated by passing through the classifiers and labels are switched to the one that gives the

maximum response. The idea is that if a pattern has similar feature response then it should belong

to the same cluster.

Recently Zhang et al. [120], proposed a method to automatically cluster the multi-view face
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patches into different subcategories during the learning process itself. Their argument is that what

is visually similar to human being might not be optimal for learning an overall detector. In similar

approach to [98], the sample labels are switched during the learning process to improve the final

classification performance, though the final resulting classifier will not be optimal in estimating the

pose.

2.2.3 Evaluation of commercially available face detection systems

Here we present the detection performance of commercially available face detection

mainly; Pitt-Patt (http://www.pittpatt.com, recently acquired by Google), Google Picasa

(http://picasa.google.com), and Apple iPhoto (http://www.apple.com/ilife/iphoto/). The evalua-

tion is done on CMU frontal face Test set A, B and C, CMU profile [89], and CMU rotated test set

[82]. To evaluate the performance of face detection, images are imported from databases to the

applications and the detected faces are checked whether they are faces and correctly framed. The

performance of a face detection system is measured in terms of Detection Rate (DR), which is the

proportion of the number of correct detection 1 to the number of faces present in the test set:

DR =
number of correct detections

number of faces in test images
(2.1)

and the number of False Acceptance (nFA), which is the number of background regions detected.

The results for CMU face test set are shown in Table 2.1. Note that the results are shown for zero

false alarm. Pitt-Patt face detection system performs the best among the other two for the frontal,

in-plane rotated and profile face databases. Picasa performs better for profile face detection com-

pared to iPhoto, while iPhoto performs better for frontal and in-plane rotated face databases. The

detection rate for profile and in-plane rotated faces are lower compared to the detection of frontal

faces. Additionally it is clear from the results of the commercial system that the face detection is

still not completely a solved problem.

1. Each successful detection must contain the eyes and the mouth. The center of the detected bounding box must be

around the center of the face.
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Pitt Patt Picasa iPhoto

CMU+MIT frontal face database

CMU set A (169 faces) 140 140 130

CMU set B (155 faces) 123 69 122

CMU set C (183 faces) 178 170 151

Total (507 faces) 441 (87%) 379 (74.5%) 403 (79.5%)

CMU rotated face database

CMU in-plane rotated (223 faces) 112 (50.2%) 44 (19.7%) 57 (25.5%)

CMU profile face database

CMU profile (441 faces) 259 (58.7%) 260 (58.9%) 196 (44.4%)

Table 2.1. Performance of commercially available face detection system on the CMU face test set with zeros false
alarm.

2.2.4 Discussion

Different algorithms and features have been proposed for face detection but, appearance based

approaches perform the best and among different machine learning techniques, boosting with cas-

cade architecture is usually adopted for this task. Among different feature sets, Haar and LBP are

mostly used due to their computational efficiency.

Most of the appearance based approaches use sliding window technique to detect faces from an

image. The number of subwindows that need to be processed can easily reach millions and can

be computationally expensive. The idea of cascade of classifiers solves this issue to some extent

by rejecting the background as quickly as possible and spending more resource on face-like region.

Nevertheless, there has been attempts to improve the speed of search for object detection by many

researchers. We will review some of the approaches in the next section.

2.3 Improving speed of search

The speed of detection of objects is of great importance for using it in many different applications

that involves vision. The speed of search can be improved if we can use some property of the object

that can be detected using some simple approach which is computationally less expensive and then

applying the classifier within the interesting region instead of applying the classifier over all regions

in the image.
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2.3.1 Speed-ups for face detection

Prior to boosting and cascades of classifiers for face detection, Hoogenboom et al. [33] proposed

a method to find interest point to speed up the detection process. They observed that due to illu-

mination, the nose region was brighter than its neighbourhood, and therefore detect such region as

the interest point. Based on the detected interest points, further analysis was carried out around

this region to verify the presence of face.

Yali Amit et al. [3] proposed a two step procedure to detect face from an image. The first step is

“focusing” in which small number of region-of-interest is found, and in the second step the selected

regions are classified as face or background. In their work, focusing is based on searching for spatial

arrangements of edge fragments (center of two eyes and mouth).

In [30], salient and stable feature such as the eye region is extracted based on the property that it

looks darker than the rest of the face. An eye region pair is used to guide the search for faces. Their

approach required that the face be at least of size 50x50 for successful detection. The advantage

with such an approach is that it can be used to detect in-plane rotated faces without difficulty.

Their approach would fail if one of the eye is occluded. The extraction of eye region based on its

darkness property with respect to its surrounding can be compared to maximally stable extremal

region (MSER) [19] which is used as interest point detector for object class recognition.

Rowley et al. [83] also proposed a two stage method to speed up the face detection process. The

number of subwindows processed is related to the amount of translation invariance of the pattern

recognition component. They trained a neural network to be tolerant to translation variation of

the face pattern. To achieve this, a bigger subwindow than the face region was used to capture

the translations of face pattern. This classifier was used to scan quickly (at a coarser grid spacing)

the image to find likely region that contains a face. Once potential face regions are found, another

neural network that has high performance is used to scan locally around to detect faces from an

image.

In [87; 112], features computed in a subwindow are re-used in the overlapping window, and

is termed as feature-centric approach. Computation of feature for each subwindow separately is

termed as “window-centric”. The idea of feature-centric approach thus saves computation time

when compared to window-centric. Reusing features for neighbouring subwindows imposes some

constrains on the feature type that can be used within a subwindow. The features extracted needed
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to be of the same type to be used in the neighbouring subwindow (i.e., the feature used at location i

in one subwindow is same for location j for neighbouring subwindow). Though the feature computed

is re-used, the classifier function for the feature extracted at different location can be different

(i.e., different weight or look up table response based on its location). Said in another way, the

features are computed beforehand and the classifier is evaluated using sliding window approach.

To reduce the number of feature computation, Schniderman et al. [87] used feature functions that

are computationally efficient in the initial stages of the cascade and used more complex feature

functions in the later stages to be more discriminative.

Recently, Sznitman et al. [97] proposed a method to prune the search space quickly and reduce

the number of strong classifier evaluation for final verification. Their technique follows a decision

tree kind of approach termed as “Active Testing” where questions are asked in a sequential and

adaptive way that are general and specific to face pose (location and scale) and feature space. The

image is decomposed into a finite quad-tree and every leaf is associated with a pixel in the image.

The non-terminal node corresponds to a unique subwindow in the image, representing a subset of

face poses. The probability of face center to be within and not within a non-terminal node is learnt

during the training process for all the queries. The queries are based on directional edge counting

over a rectangle. During the search process each non-terminal node is updated to represent the

probability of face center to be within the node. Instead of going through all the nodes in the next

iteration, the most likely nodes based on the probability value are stored. Finally the node with

highest probability is verified using boosted cascade classifier. To detect multiple faces, the edges

from the current detections are removed and the whole process is repeated again. They report

considerable gain in speed for larger image sizes when compared to sliding window approach, but

for image size that are smaller than 112x74, they report that their approach is slower than sliding

window approach due to computation overhead.

Butko et al. [10], proposed a method to improve the running time of object detector based

on model of visual search in humans, which schedules eye fixations to maximize the long-term

information acquired about the location of the target of interest. An image of any size is mapped to

21x21 grid cells, where the digital fixation occurs. For each fixation a digital fovea is simulated by

having 4 image patches with each image patch covering a certain number of grid cells. Each image

patch is rescaled to smallest size of grid cell. An object detector like Viola and Jones [107], is used
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at all location and scales for each of the image patches and the number of objects detected is used to

guide the next placement of fixation on the grid. They report a speed up factor of 2 when compared

to OpenCV 2 face detector. In their work at any time only one face could be fixated and it is not

clear, how long it takes to detect multiple faces from an image.

2.3.2 Speed-ups for other object detection

Speeding up detection process is not only limited to face detection and it is of great interest for

object detection that requires real-time computer vision applications. Pedestrian detection is one of

them which is required in many visual surveillance systems and other applications.

In [123], a multi-resolution framework was proposed to detect pedestrians from an image. A

separate classifier is trained for each object resolution, and during the detection phase, the higher

resolutions are used only if it passes through the lower resolution classifiers. At higher resolution

more number of orientation bins, smaller block sizes and higher sampling density of HOG feature

were used to learn a classifier for better discriminative power. They also report that their approach

leads to better recognition rate when compared to a single full resolution classifier, and can achieve

detection speed of the lowest resolution classifier. The approach in [123] did not use any spatial

constraint of object location which was considered in [70] to further improve the detection speed.

In [70] the feature extraction parameters for each resolution is kept the same, thus avoiding ex-

tra computation when compared to [123] approach. Also where to focus next in each resolution is

based on taking the local maxima response of the classifier around a neighbourhood. They report

better speed of detection compared to sliding window approach. Felzenszwalb et al. [72], proposed a

method on partial hypothesis pruning to speed-up deformable object detection in a star structured

pictorial structure model. In [71], the authors presented a coarse to fine approach to speed-up

deformable object detection, which is based on the observation that the bottleneck in part based ob-

ject detection is in matching the parts rather than finding the optimal part configuration. The local

maximum around a neighbourhood of lower resolution part classifier response guides the placement

of higher resolution part. To further compensate for occlusion, blurring and other sources of noise,

additional geometrical constrains between sibling of parts are enforced.

Computation of feature also adds to computational cost if it has to be evaluated at each scale.

2. http://opencv.willowgarage.com/
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In [18], the authors proposed a method to approximate the feature computed at one scale to nearby

scales. This allows to decouple the sampling of the image pyramid from the sampling of detection

scales, thus improving the speed of detection.

Zhou et al. [124], proposed shape regression machine to segment in real time an anatomic struc-

ture that manifests a deformable shape in a medical image. They split the problem into two stages.

In the first stage parameters such as translation, scale and rotation are estimated using regression

by sparsely scanning the image patches. The estimated object center is used as initialization for

the second stage where a non-linear regression is used to predict the non-rigid shape from image

appearance. Their approach achieves improved speed since only few image patches are scanned to

estimate the object center or initialization point. Similarly, in [4], a multi-class random regression

forest is used for efficient and automatic detection and localization of anatomical structures in a

three-dimensional CT scan. Ozuysal et al. [69], proposed a method to localize a multi-view object

(in their paper a car rotating out-of-plane is used for evaluation) using pose estimation. In the first

step the aspect ratio and size of the object are estimated by first analysing a fixed sized subwin-

dow. Then the viewing angle is predicted based on the hypothesis that the estimated bounding box

contains the object. Finally a view specific classifier is used for verification.

Lampert et al. [47] proposed an elegant approach to localize object using branch and bound

algorithm. The main element is the bounds on the sets of hypothesis, where a hypothesis represents

a rectangle in the image. For example, if the features in a rectangle region in the image does not

contain any features relevant to the object, the search can be terminated without further looking at

smaller rectangles. The speed of convergence to global maxima depends on the quality of bounds.

A tighter bound can lead to fast convergence, basically discarding the sets of rectangles quickly.

The other advantage is the detected rectangle need not be of a fixed aspect ratio (usually in sliding

window approach the aspect ratio is fixed to reduce the number of classifier evaluation). Neither the

feature descriptor nor the classifier chosen matters as long as the decision function can be rewritten

as a linear combination of individual contributions of each feature point. To detect multiple objects,

the rectangle from the current detection is removed and the algorithm is run again to detect the

next object. Following the branch and boundmethod, Lehmann et al. [48] proposed a feature-centric

method for object detection, which reduces the memory requirement during detection phase.

Alternatively, parallel processing is gaining popularity to solve computer vision tasks. Graphics
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processing unit (GPU) have highly parallel architecture for fast operation on massive incoming

data as in graphics rendering applications. This parallel architecture has been used by computer

vision community to speed-up feature extraction, learning and detection of objects considerably. In

[76; 13], object detection have been carried out in real-time by using GPU, which could achieve more

than 60x speed-ups compared to standard sequential implementation.

2.4 Summary

We can see that there have been different attempts to speed-up the object detection task. The

speed-ups are very clearly visible in some approaches when compared to others due to difference in

the varying feature computation cost, scanning approach, type and complexity of the classifier used

to detect objects from an image. The main idea behind speeding up detection process is to reduce the

number of classifier evaluation. This requires efficient focusing to more object like appearance. In

sliding window approach cascade of classifiers solves this to some extent. Simple or small number

of features are used in the first few stages and in the later stages complex or more number of fea-

tures are used to discriminate the object from the background. To further speed-up, feature-centric

approaches have been proposed that avoid feature re-computation for neighbourhood subwindows

and have shown improvement in detection speed.

Another approach for efficient searching is based on branch and bound technique and requires

a bound on a set of hypothesis. Hough voting based approach [7] to object detection has been

considered more natural or biologically possible [1; 2] when compared to sliding window technique.

The key element is a feature votes for object center, which is similar to feature-centric approach. In

[1], a connection between sliding window and Hough-based object detection is made explicitly, and

show that branch and bound approach could also be applied to feature-centric view which is also

memory friendly during detection phase. Detecting region of interest by simple computation is also

another approach to quickly focus on object like region for further processing and can be seen as

an alternative to sliding window approach. In short, some way or other all the techniques focuses

on rejecting a set of hypothesis as quickly as possible. On the other hand parallel processing poses

serious challenges for coming up with an alternative search techniques. But, we believe that any

improvement in search technique will also be further benefited by parallel processing.
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An alternative search technique

using location estimation and

binary features

In this chapter we will focus on sliding window approach which is one of the most popular tech-

nique for face detection. A classifier is evaluated at every location and scale, and a face is detected

when the classifier’s response is above a preset threshold. Many systems need face processing tasks

(detection, tracking, recognition), and needing them to run in real-time without loosing much of in-

dividual performance has become a challenging task. The cascade paradigm introduced by Viola

and Jones [107] is one of the approaches to speed up the detection by rejecting the background

quickly and spending more time on object like regions. Nevertheless, scanning with fine grid spac-

ing is still computationally expensive.

Cascade of classifiers speed up the detection to a limit which might be difficult to overcome. One

possible way to further speed up the detection process is to decrease the number of subwindows

being evaluated by increasing the grid spacing during the scanning process. Unfortunately, as

the grid spacing is increased the number of detections also decreases rapidly. Though it is known

that the performance degrades when the grid spacing is made coarser, there is no literature which

analyses this degradation.

35
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Here we focus on achieving better detection rate for larger/coarser grid spacing by using a loca-

tion estimator. We provide a theoretical insight on both the standard and the proposed scanning

approach and is further validated with experiments on different face databases. We propose a loca-

tion estimator using simple binary features and exploit the inherentmulti-class nature of a decision

tree which is also fast during test time. In this work we do not intend to increase the performance of

the main face classifier, but rather try to improve the detection rate for larger grid spacing. Though

our work focuses on faces, we believe that our approach could be applied to the detection of other

object categories.

This chapter is organized as follows: In the following section we analyse the standard sliding

window technique with respect to classifier and grid spacing. In Section 3.2 we present our pro-

posed method using location estimator which is followed by discussion. Section 3.3 reviews briefly

on patch classification followed by a brief introduction to classification and regression trees. In

Section 3.4 location estimation using a decision tree is presented followed by evaluation of location

estimation on face images. Finally, summary is presented in Section 3.6.

3.1 Standard sliding window scanning technique

We follow pyramid based scanning approach as described in Rowley et al. [84]. The standard

sliding window technique with regular grid scan for a single image scale Is is shown in Figure 3.1(a),

where a classifier Cobject is placed on the scanning grid and checks if it is an object or not. The

pseudo-code for scanning using sliding window is given in Algorithm 1. Cobject is a strong classifier

trained to detect objects of size (ow, oh). The classifier can fire multiple times near the object at

a given scale, and the area within which it fires corresponds to the translation tolerance of the

classifier. In Figure 3.1(a), (tw, th) corresponds to the translation tolerance of classifier Cobject. If a

classifier has higher translation tolerance, the chance that the object is detected is high even when

the image is scanned sparsely. We can start by formulating the chance of hit Hc
1 of Cobject, with

respect to the scanning grid interval (dw, dh), and to the translation tolerance (tw, th) of the classifier

1. Note that it is not termed as probability as the value in (3.1) can be greater than 1.
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Cobject,

Hc ≈
twth
dwdh

(3.1)
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Figure 3.1. Illustration of standard scanning technique vs our proposed scanning framework for a single scale Is in image
pyramid. The dots represent the scanning grid with interval (dw, dh), target object size (ow, oh), translation tolerance
(tw, th) of target object classifier Cobject. (a) Standard scanning technique. (b) Our proposed scanning framework.
Here (wp, hp) represents target patch size, and Cpatch is the target patch classifier. The classifier Cpatch predicts the
location for Cobject in our approach.

As an example, lets assume that the object present in the image is of the same size as the

classifier is trained with, and if tw = th = 3 and dw = dh = 6 then the chance of getting a hit Hc

is 0.25, which is very low. For Hc greater than 1, means that the classifier has more chances to

detect the object. As we decrease dw and dh (a finer search), Hc increases, while scanning speed

decreases (slower). Our goal is to increase Hc without decreasing too much of the scanning speed

(thus making it faster), which is described hereafter.

3.2 Proposed scanning technique

In this section we explain how our method increases the chance of hit. Figure 3.1(b), shows the

proposed scanning framework for a given image scale Is. The classifier Cpatch is evaluated on a

regular grid, while the main classifier Cobject is placed on location predicted by Cpatch. The pseudo-

code for our approach is given in Algorithm 2. During training, Cpatch learns the mapping between

the appearance of face patch and its location (actually an offset) within the face region. At test time,



38 CHAPTER 3. AN ALTERNATIVE SEARCH TECHNIQUE

Algorithm 1 Face detection using standard sliding-windows.

1: input image : I ∈ RW×H ; grid spacing : dw ≥ 1,dh ≥ 1;
2: scaling factor : ds > 1; starting scale : S = 1;
3: starting width and height : Ws = W , Hs = H ;

4: trained object width and height : Ow, Oh;

5: classifier Cobject;

6: set of detections: D = φ
7: while Ws > Ow and Hs > Oh do

8: scale the image: Is ← I ⊗ S
9: for x = 0 to x < Ws do

10: for y = 0 to y < Hs do

11: score = Cobject{x, y, Is}
12: if score ≥ τ then

13: D ← D ∪ {x, y, S}
14: end if

15: y ← y + dy
16: end for

17: x← x+ dx
18: end for

19: Ws ←
Ws

ds
, Hs ←

Hs

ds

20: S ← Ws

W

21: end while

the patch is passed through the Cpatch which predicts the location where the Cobject is placed for

final verification.Example of face image patches are shown in Figure 3.4. Assuming now that we

have a classifier Cpatch that predicts the patch location correctly within the translation tolerance

(tw, th) of the classifier Cobject, with prediction rate Dp, then the chance of hit can be approximately

given by:

Hc ≈ DpHp (3.2)

Hp =
(ow − pw + 1)(oh − ph + 1)

dwdh
(3.3)

where Hp is the chance of hit for the patch, (pw, ph) is the patch width and height, and (ow , oh)

is the object width and height, with constraints pw < ow and ph < oh (see Figure 3.1(b)).

For example if, pw = ph = 14, ow = oh = 19, dw = dh = 6, and Dp = 0.8 (this value is taken from

our experiment results), we get Hc = 0.8, which is 55% greater than standard scanning approach.

Figure 3.2 shows the estimated chance of hit with and without location estimation with our formu-

lation. We observe that as the patch size gets smaller and smaller we can achieve better detection

rate for larger grid spacing.
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Algorithm 2 Face detection using proposed approach.

1: input image : I ∈ RW×H ; grid spacing : dx ≥ 1,dy ≥ 1;
2: scaling factor : ds > 1; starting scale : S = 1;
3: starting width and height : Ws = W , Hs = H ;

4: trained object width and height : Ow, Oh;

5: classifier Cobject; classifier Cpatch

6: set of detections: D = φ
7: while Ws > Ow and Hs > Oh do

8: scale the image: Is ← I ⊗ S
9: for x = 0 to x < Ws do

10: for y = 0 to y < Hs do

11: {xoff , yoff} ← Cpatch{x, y, Is}
12: score = Cobject{x− xoff , y − yoff , Is}
13: if score ≥ τ then

14: D ← D ∪ {x− xoff , y − yoff , S}
15: end if

16: y ← y + dy
17: end for

18: x← x+ dx
19: end for

20: Ws ←
Ws

ds
, Hs ←

Hs

ds

21: S ← Ws

W

22: end while

We also look at detection rate vs time taken to process 1024x1024 image 200 times for dif-

ferent grid spacing with and without location estimation (see Figure 3.3). If we assume that it

takes around 1µSec to process a subwindow using Cobject and Cpatch classifier to take k × Cobject

(k=1,0.5,0.33.0.25), we can obtain plots as shown in Figure 3.3. From the figure we can see that we

can also gain in speed for a fixed detection rate when compared to without using location estimation.

Discussion The task boils down to identifying the image patch to infer the location from the face

region. The smaller the patch size is, the more the spacing between the grid can be, for an increase

in scanning speed. Unfortunately at the same time estimating the location becomes complex as in-

dividual patch will contain less and less information for distinguishing one from another. Matching

or finding the similarity between two patches is one of the basic problem in pattern recognition, and

it is challenging since the test patches can be a transformed and noisy version from the training

set. Many different approaches have been proposed for identifying patches and we review some of

them here next.
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Figure 3.3. Estimated time vs. detection rate for the standard and proposed approach.
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3.3 Patch classification

The simplest method to match two image patches is using cross correlation or sum of squared

difference, but to cope with transformed and noisy test patches, and to be computationally efficient

different approaches have been proposed. SIFT (Scale Invariant Feature Transform) [58] is one of

the most popular descriptors for matching two image patches extracted around an interest point

detector. The descriptor consists of histogram of quantized oriented gradient. The descriptor is

also rotation invariant by using the maximum gradient direction as the reference for each image

patch. The image patches are matched bymeasuring the euclidean distance between the descriptors

(Nearest neighbourhood search). Since computing Euclidean distance to all the stored descriptors

can be time consuming, usage of kd trees and or reducing the dimension of the descriptor have been

adopted. There are various extension of SIFT such as gradient location and orientation histogram

(GLOH) [63] and PCA-SIFT [45].

To shift the computational burden at testing stage to the training stage, Lepetit et al. [106]

proposed keypoint patch matching as a classification problem using randomized trees. To make

the classification robust to pose and illumination changes, new views are synthesised from a small

training set and serve as an input to tree-building algorithm. The test at each node are simple

comparison of two pixel intensity values. To reduce the training time of the tree, instead of using

classical approach to find the best binary test at every node using Entropy measures, the test

at each node is randomized. They report that randomizing the test at a node decreases slightly

the performance but greatly reduces the training time. The output of many randomized trees are

averaged to improve the classification performance. In [68], the trees were replaced by ferns (the

node test for each level of the tree is same), and a semi Naive-Bayesian classifier was used to

classify the patches. They also show that ferns outperform trees for patch classification. In a

similar framework of learning patches, Simon et al. [99] proposed histogram of quantized intensity

for each pixel in the patch which is thresholded and stored in a compact binary representation for

rapid computation of matching score using bitwise operation.

Patch-based object detection using generalized Hough transform has also gained popularity.

One of the model proposed by Leibe et al. [49], Implicit Shape model (ISM), consists of class specific

codebook of local appearance from the object category and spatial probability distribution of where
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the codebook entry may be found on the object. During recognition this information is used to

perform a generalized Hough transform in a probabilistic framework. However as pointed out by

Jurgen et al. [26], codebook-based Hough transform comes at a significant computational price,

and the authors have suggested to directly learn a mapping using a random forest, between the

appearance of an image patch and its Hough vote. More precisely, a probabilistic vote is obtained

about the position of an object centroid. In a similar framework, J. Shutton et al. [91] extended

Hough-forest approach to estimate the human pose from a single depth image. A huge realistic

synthetic depth images of humans of many shapes and sizes in highly varied poses sampled from

a large motion capture database are generated which is used to train a forest of deep randomized

decision trees to learn themapping between the depth image patches and body pose. Their approach

achieves very high performance and speed for human pose estimation from depth images. In [20],

a random regression forest is used to learn the mapping between the depth data and the face

center in 3 dimension for different head pose. For estimating head pose at test time, the regression

forest is applied on the surface patches to vote for face center. In [115], random trees are trained

to learn a mapping between densely-sampled feature patches and their corresponding votes in a

spatio-temporal-action Hough space, which is used for action recognition.

In general tree based classification and regression are an efficient way of mapping a complex

input space to discrete or continuous output parameters. They are powerful, naturally handle

multi-class problems and are fast, while remaining reasonably easy to train. The regression and

classification accuracy is further improved by taking the average or majority votes from an ensem-

ble of decision trees or forest of decision trees. Also, the test at each node of the tree are simple

(pixel value comparison) and can be efficiently computed and have shown to perform well for patch

identification. Motivated by the simple, fast and efficient performance of tree based approach for

patch identification in different applications, we adopted the same for identifying face patches for

location estimation, and in-plane and out-of-plane rotation estimation in our search algorithm.

3.3.1 Classification and regression trees

Tree-based classification and regression are supervised learning methods, where a set of train-

ing pairs (X,Y ) are given. X can be a feature vector or a set of measurements, while Y can be

respective class label for classification or continuous value for regression. The goal is to efficiently
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learn the mapping between the input and output given the training set, such that for a new sample

the correct output is predicted.

Learning in a tree-based method proceeds from the root node in top-down fashion by recursively

partitioning the samples into two subsets at each node by selecting a test, that leads to the greatest

increase in node purity (how well the test separates the classes). In the case of classification this

can be accomplished using an impurity function, which is a function of the proportions of learning

sample belonging to the possible classes. These proportions will be denoted by p1, p2, ..., pJ−1, pJ .

The impurity function should be such that it is maximized whenever a subset of X corresponding

to a node in the tree contains an equal number of each of the possible classes (If there are the same

number of c1 cases as there are c2 cases and c3 cases and so on, then we are not able to sensibly

associate that node with a particular class, and in fact, we are not able to sensibly favour any

class over any other class, giving us that uncertainty is maximized). The impurity function should

assume its minimum value for a node that is completely pure, having all cases from the learning

sample corresponding to the node belonging to the same class. Two such functions that can serve

as the impurity function are the Gini index of diversity [50]

g(p1, p2, ..., pJ) = 1−
J∑

i=1

p2i (3.4)

and the entropy function,

h(p1, p2, ..., pJ) = −

J∑

i=1

pi ln pi (3.5)

For regression the split selected at each stage is the one that leads to the greatest reduction

in the sum of the squared differences between the response values for the learning sample cases

corresponding to a particular node and their sample mean, or the greatest reduction in the sum of

the absolute differences between the response values for the learning sample cases corresponding

to a particular node and their sample median. For example, using the squared differences criterion,

one seeks the plane which divides a subset of X into the sets A and B for which

∑

i:xi∈A

(yi − ȳA)
2 +

∑

i:xi∈B

(yi − ȳB)
2 (3.6)

is minimized, where ȳA is the sample mean of the response values for the cases in the learning
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samples corresponding to A, and ȳB is the sample mean of the response values for cases in the

learning samples corresponding to B. So split selection is based on making the observed response

values collectively close to their corresponding predicted values.

If the nodes in the tree are continued to be created until no two distinct values ofX for the cases

in the learning sample belong to the same node, the tree may be over-fitting the learning sample

and the classifier may not generalize well for future cases. On the other hand, if a tree has only a

few terminal nodes, then it may be that it is not making enough use of information in the learning

sample, and classification accuracy for future cases will suffer. Some of the parameters to stop

growing a tree (further branching of a node) are minimum number of samples that arrive at a node,

checking if the split no longer adds value to the output, and the maximum specified depth of the

tree. In order to compare the prediction accuracy of various tree-structured classifiers, there needs

to be a way to estimate a given tree’s performance for future observations, which is sometimes

referred to as the generalization error. An independent test data could be used to measure the

performance of a tree for different parameter setting to select the best one. Cross-validation could

also be used if the training data is not abundantly available.

3.4 Location estimation using a decision tree and binary fea-

tures

In this section we describe how the Cpatch classifier is built. We intend to use decision tree as

it proved to be simple and efficient for our task. We will denote a tree with T . A decision tree is

used to learn the association between the patches and its offset value. The term offset and location

will mean the same in the rest of our thesis. Figure 3.4 shows some example of face image patches.

We consider all overlapping patches within the face region. The key idea for our algorithm lies in

estimating the location value with high performance (speed and accuracy).

We represent a set of patches by {Pi = (Ii, dddi)}, where Ii is the appearance of the patch and dddi is

the location parameter of the patch. The location parameter here is a 2D vector representing (x, y)

shifts from the object center or from a fixed point in the object. The smaller the patch size for a

fixed object size, more number of offset parameters needs to be learned and estimated. A tree is

composed of nodes (leaf and non-leaf nodes). During training, a binary test is selected to minimize
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ow

oh

pw

ph

face patch

19x19 face image

(0,0)
reference corner offset (x,y)

(a)

(b)

Figure 3.4. Example of face patches used for training a location estimator. (a) A face patch taken from within the
face region. (b) All patches of size 14x14 extracted from the 19x19 face image shown in (a).

some error function in a non-leaf node, and in the leaf node location parameters are stored. The

tree is trained in a supervised manner. Figure 3.5 shows a decision tree for location estimation.

The binary test, tree construction, and data stored in leaf node are described as follows.

Binary test In a decision tree T , a test has to be performed at a node. We first consider a simple

binary test introduced in [26; 68], which is given by:

tf (I) =







1 if I(x, y) ≤ I(x′, y′)

0 otherwise
(3.7)

where (x, y) and (x′, y′) are two locations in the patch I. We also propose a new test termed as µfern

[93] which is given by:

tµf (I) =







1 if I(x, y) ≤ avg(I)

0 otherwise
(3.8)

where avg(I) is the average of the pixel values in the patch I. Our test requires only half the

number of pixel access compared to the previous test, but requires an integral image to quickly

calculate the average value.
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Figure 3.5. Illustration of a decision tree for location estimation. The patch size of 14x14 is shown here. An input image
patch is passed through the root of the tree and reaches a leaf node. L and R represent left and right nodes of the
tree. Row (a) provides the estimated offset value of the patches reaching a leaf node. Row (b) shows the average
image of all the test patches having the offset value corresponding to the leaf node. Row (c) shows the average of
the test images that arrives at a leaf node. The pixel locations that are evaluated (tµf ) at the nodes of a tree are also
indicated for different leaf nodes in yellow dots.

Tree construction During training, each non-leaf node picks the binary test that splits the train-

ing samples in an optimal way. We use the offset uncertainty as in [26] which is defined as:

U(A) =
∑

i∈A

(dddi − dddA)
2 (3.9)

where dA is the mean offset vector over all object patches in the set A = {Pi = (Ii, dddi)}. A binary

test t⋆ is chosen to minimize the following expression:

t⋆ = arg min
t=1,...,T

(U(AL) + U(AR)) (3.10)

where T is the number of possible binary tests, and AL and AR are the subset of training samples

reaching the left node and the right node respectively under the binary test. Each leaf node l in the

constructed tree stores a single offset vector (xl, yl). If Al is the subset of training examples that
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arrives at the leaf node l, then (xl, yl) is given by:

xl =
1

|Al|

∑

k∈Al

xk yl =
1

|Al|

∑

k∈Al

yk (3.11)

Similar to [26], we use two stopping criteria for the construction of the tree: the maximum depth of

the tree and the minimum number of samples at a node. At runtime, a patch is given to the tree and

the estimated offset value at the leaf node is used to place the main object classifier for subsequent

detection. For illustration, we show in Figure 3.5 the pixel locations (x, y) associated to the tests tµf

at each node in the tree from the root to different leafs. In these examples, we interestingly observe

that the tree learns the shifts near the eye location.

3.5 Evaluation of location estimation on cropped face

databases

We first briefly explain the training and measures used for evaluating location estimation. Then

we show the performance of location estimation on cropped dataset for frontal, in-plane and out-of-

plane rotated faces and discuss about computation time for different depth of the tree.

3.5.1 Training and analysing the performance of a tree for location esti-

mation

Training a tree for location estimation requires patches from the face image. In our work we

consider all overlapping patches within the face region and for each image of size (ow, oh) and patch

size (pw, ph) there are (ow − pw + 1)(oh − ph + 1) number of patches. Each patch is associated with

an offset value which is measured from the top left corner of the face image (Figure 3.4(a)). We

can safely assume that the patches have accurate ground-truth offset value, since all the faces are

cropped with respect to the eye location.

Given a set of training patches {Pi = (Ii, dddi)}, learning a tree proceeds recursively as described

in Section 3.4. The number of tests at each node varies for the two different features (binary tests)

considered in our evaluation. The total number of possible binary tests for tf is
(pw×ph)(pw×ph−1)

2 ,

which is large. Hence a fixed number of tests are evaluated (200 in our case) at every node, and for
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each test the pixel pairs are picked randomly as done in [68]. Among the 200 random tests at each

node, the best is selected based on (3.10). The total number of possible binary tests in the case of tµf

is pw × ph, as it compares a pixel value to the average value of the patch. Since the number of test

evaluation is small, each node evaluates all the test and selects the best one based on (3.10). The

growing of the tree stops when a minimum number of samples reach a node, or the sample reaches

the maximum specified depth. The minimum number of samples is set to 10 in all our experiments.

At test time, a patch is passed through the tree, and the leaf node gives an offset estimate d̂dd(x̂, ŷ).

We first evaluate the mean square error (MSE) for different depth of the tree on cropped validation

database (different from training). The mean square error is given by

MSE =
1

N

N∑

i=1

(d̂ddi − dddi)
2 (3.12)

where N is the number of examples, and ddd is the ground-truth offset values.

We also analyze how close the estimated offset is to the true offset. We define offset estimation

error as:

λ = (x̂− x)2 + (ŷ − y)2 (3.13)

where (x, y) is the true offset value of the patch. We define g(λ) as the number of test patches that

have estimation error λ

g(λ) =

N∑

i=1

1λ(λi) (3.14)

where 1λ is the indicator function. To inspect the distribution of g(λ), we look at the cumulative

distribution c(λ) =
∑λ

j=0 g(j). The cumulative distributions gives us an idea on the percentage of

patches falling within a given offset error.
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3.5.2 Location estimation for frontal faces

Cropped frontal face dataset

The face database we used are obtained from BANCA [74], BIOID [41], Purdue [61], and

XM2VTS [62]. The ground-truth eye locations for these databases are publicly available. The faces

are scaled and cropped with respect to eye location as described in [79]. The cropped face size can

be changed by varying the distance between the eyes. In our experiments we used three different

face image sizes (19x19, 19x27, and 24x24), to analyze different patch sizes for location estimation.

The cropped faces are mirrored vertically to artificially increase the number of examples. A total

of 45,000 cropped face images were obtained for each face image size. A subset of 15,000 face im-

ages are used for training, 15,000 for validation and the rest for testing. We create two different

cropped dataset where one is called “normal”, which does not have any perturbation, and another

“rotscale” where the face images are perturbed with small amount of rotation (+/- 7 degrees from

the center of cropped face image) and scaling (by changing the distance between the eye by +/-1

pixel). Figure 3.6, shows some examples of image patches of frontal view faces used for training the

tree.
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Figure 3.6. Examples of some frontal face patches used for training a decision tree. (a) 19x19 face image, (b) 19x27
face image, and (c) 24x24 face image.
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Performance

We train trees with different depths (8 to 20) and for different patch sizes (for 19x19 face image:

{8x8, 10x10, 12x12 and 14x14}, for 19x27 face image : {8x16, 10x18, 12x20, 14x22}, and for 24x24

face image :{12x12, 14x14, 16x16, 18x18}). A trained decision tree for location estimation will be

represented by TF (p, b), where p represents the patch size (only height of the patch will be used),

and b represents the binary test (µf or f ). Figures 3.7(a,b,c) and 3.8(a,b,c) shows the MSE with

respect to depth for different patch and face image sizes. From these figures we can see that for

larger patch size it is sufficient to use smaller tree depth. For instance a patch size of 14x14 for

a face image 19x19, a patch size of 14x22 for a face image 19x27, or a patch size 18x18 for a face

image 24x24 have a similar MSE irrespective of the depth. In other words increasing the depth

does not decrease the MSE. Hence retaining small depth size for larger patch size is sufficient. This

is certainly because larger patch size have fewer offset values to be estimated. On the opposite

smaller patch size have many offset values which requires larger depth size for better estimation.

We also notice that irrespective of the face image size, the location estimation follows similar trend

with respect to patch size and the number of offset values to be estimated. The MSE curves for

the decision trees with the binary tests tf and tµf are very similar. Note that as the depth of tree

increases the computation time also increases. The appropriate depth of the tree can be selected

based on required performance in speed and accuracy.

Figure 3.7(d,e,f) and 3.8(d,e,f) shows the cumulative distribution for different patches and face

image sizes for a fixed depth of the tree. From the cumulative distribution we see that smaller

patch sizes have less number of patches falling within a given offset error λ than for larger patch

sizes. For larger patch sizes, it is possible to achieve around 80% to 95% of the test patches to fall

within 2 pixel error (λ = 4). Also we see that there is not much difference in performance when

trained with and without perturbation.
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Figure 3.7. Performance analysis of location estimation (without perturbation - ”normal”). The face image size used is
written on top of each figure. TF (p, b) represents a decision tree trained with patch size p and binary test b. (a,b,c)
shows Mean Square Estimation Error vs Depth of Tree for different patch sizes. (d,e,f) shows the cumulative distribution
C(λ) for different patch sizes with respect to offset error λ. The tree depth is fixed to 15 for these plots.
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Figure 3.8. Performance analysis of location estimation (with perturbation - ”rotscale”). The face image size used is
written on top of each figure. TF (p, b) represents a decision tree trained with patch size p and binary test b. (a,b,c)
shows Mean Square Estimation Error vs Depth of Tree for different patch sizes. (d,e,f) shows the cumulative distribution
C(λ) for different patch sizes with respect to offset error λ. The tree depth is fixed to 15 for these plots.
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3.5.3 Location estimation for frontal faces with in-plane rotation

Cropped frontal in-plane rotated face dataset

We use the same cropped frontal face database as described in Section 3.5.2, and artificially

rotate the image from −90◦ to +90◦ in steps of 10◦ to obtain training and testing data for in-plane

rotated faces. For each rotation, 16,000 training examples are obtained. Considering all rotations

from −90◦ to +90◦, we obtain 304,000 training examples. A square face image size is considered

for this task, since it is easier to handle in-plane rotation. We have seen before that there is not

much variation in performance between different face sizes and the results in Section 4.3.2 show

that 24x24 face size performs better than 19x19. Therefore, 24x24 face size is selected for process-

ing faces with in-plane rotation. Estimating the location for faces with in-plane rotation is also

challenging due to the sharing of the same offset value for different patch appearances. Figure 3.9,

shows some examples of image patches for frontal in-plane rotated faces used for training the tree.

x=0
y=0

x=2
y=3

x=6
y=5

x=7
y=7

0

offset values

...
...

... ...
... ...

...
... ... ...

...

...

...

(b)(a)

−90

+90

Figure 3.9. Examples of frontal in-plane rotated face patches for training a decision tree. Column (a) shows the original
face image, and column (b) shows some patches cropped with respective offset values. The face image shown here
is 24x24 and patch size is 18x18. The same offset value is shared by all different face orientation.
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Figure 3.10. Performance analysis of location estimation for frontal faces with in-plane rotation. The face image size
used is written on top of each figure. TR(p, b) represents a decision tree trained with patch size p and binary test b. (a)
shows Mean Square Estimation Error vs Depth of Tree for different patch sizes. (b) shows the cumulative distribution C(λ)
for different patch sizes with respect to offset error λ (depth of the tree is fixed to 17).

Performance

Similar to previous section, we train trees with different depths (8 to 20) and for different patch

sizes (for 24x24 face image :{14x14, 16x16, 18x18, 20x20}). A trained decision tree for location

estimation for frontal in-plane rotated faces will be represented by TR(p, b), where p is the patch

size, and b represents the binary test used. Figures 3.10(a) shows the MSE with respect to depth

for different patch sizes. The behaviour is similar to the tree trained for location estimation with

just frontal face images. We also observe that for the same patch size training a tree with in-plane

rotated images has higher error compared to training a tree with only frontal images. This is due to

the sharing of different patch appearance for the same offset value (19 different appearance share

the same offset value for this experiment).

Figure 3.10(b) shows the cumulative distribution for different patch sizes for a fixed depth of the

tree. For larger patch sizes, it is possible to achieve around 80% to 90% of the test patches to fall

within 2 pixel error (λ = 4). We also observe that there is around 10% less patches falling within the

2 pixel error when compared to Figure 3.7(f). We again see that the performance for two different

tests tf and tµf are very similar.
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3.5.4 Location estimation for faces with out-of-plane rotation

Cropped out-of-plane rotated face database (profile faces)

We obtained profile face mainly from Feret database [73] which contains around 970 faces with

67◦ and 1300 faces with 90◦ out-of-plane rotation. We also collected from the web around 1250

profile (+/-90◦) faces and annotated them with respect to eye and nose locations. The cropped data

was artificially perturbed by small scaling (changing the distance between the visible eye and nose

tip) and rotation (+/ − 15◦ from the center of cropped faces). The cropped faces are of size 24x24.

Figure 3.11, shows some examples of image patches for out-of-plane rotated faces used for training

the tree.
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...

...

offset values

...

0
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right profile

Figure 3.11. Examples of out-of-plane rotated face patches used for training a decision tree. Left most column shows
the full face image (24x24), and on the right the cropped patches (16x16) with associated offset value at the bottom.

Performance

A trained decision tree for location estimation for out-of-plane rotated faces will be represented

by TP (p, b), where p is the patch size, and b represents the binary test used. Figures 3.12(a) shows

the MSE for different depth of the tree and patch sizes, and Figure 3.12(b) shows the cumulative

distribution for different patch sizes (for 24x24 face image :{14x14, 16x16, 18x18, and 20x20}).

The behaviours are similar to the previous two experiments. Here three different pattern appear-

ances share the same offset value, but the variability of appearance for profile views (mainly due to

different hair styles) are much larger than frontal in-plane rotation.
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Figure 3.12. Performance analysis of location estimation for out-of-plane rotated faces. The face image size used is
written on top of each figure. TP (p, b) represents a decision tree trained with patch size p and binary test b.. (a) shows
mean square estimation error vs depth of the tree for different patch sizes. (b) shows the cumulative distribution C(λ)
for different patch sizes with respect to offset error λ (the depth of the tree is fixed to 18 for this plot).

3.5.5 Computational time of the tree

We will now look at the computational time for the two different binary tests (tµf and tf ) for

different depths of the tree. The computation time for a tree mainly depends on the depth of the

tree which is the total number of binary tests performed. The binary test tµf requires integral

image to compute the patch average. We will assume that the integral image is already computed

for test tµf and hence computation of integral image time will not be considered. The only difference

between the two test are the number of pixel access where tf requires 2 pixel access for a binary

test while tµf requires only one pixel access per binary test. To obtain the computational time we

run the tree over CMU frontal face database several times for each depth of the tree and report the

mean value in Table 3.1 2. We can observe that a tree trained with test tµf is slightly faster than

test tf .

2. The experiments were conducted on machine with Intel(R) Core(TM)2 CPU6700 @ 2.66GHz.



3.6. SUMMARY 57

depth of tree tf tµf
11 0.228µSec 0.222µSec
12 0.247µSec 0.237µSec
13 0.264µSec 0.252µSec
14 0.285µSec 0.269µSec
15 0.317µSec 0.294µSec
16 0.352µSec 0.321µSec
17 0.395µSec 0.351µSec
18 0.432µSec 0.379µSec
19 0.465µSec 0.406µSec
20 0.493µSec 0.429µSec

Table 3.1. Computation time to process a single subwindow for different depth of tree and two different binary tests tµf
and tf .

3.6 Summary

In this chapter we proposed a method to improve the detection rate for larger grid spacing in

the sliding window framework. The method is based on estimating the probable location of face by

analysing a small image patch. Learning the mapping between the patch appearance and offset

value is done using decision tree. For a fixed depth of the tree, as the number of offset parameters

increases it becomes difficult to learn a tree with good location estimation. However, for a fixed grid

spacing in the scanning process smaller patches have more chances to be within the face region

compared to larger patches. The test at the nodes of the tree are kept simple and are fast to

compute. We proposed a new binary test tµf which has similar performance to the binary test tf

irrespective of the face data used, and also the tree trained with test tµf is slightly faster than the

test tf .
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Chapter 4

Face detection using location

estimation

In this chapter, we evaluate our approach of using location estimation in a sliding window frame-

work for detecting faces from standard face databases. Our goal here is to vary the number of

subwindows processed by changing the grid spacing during the scanning process, and analyse the

detection rate and scanning time. Analysing the detection rate by increasing the grid spacing gives

us an idea on the detection performance when fewer number of subwindows are processed. Also,

analysing the scanning time with respect to the detection rate will show if a better detection rate

could be obtained for a fixed scanning time or obtain a better scanning time for a fixed detection

rate. We will show that, our approach indeed achieves a better detection rate for a fixed scanning

time or obtains a better scanning time for a fixed detection rate on different face databases.

This chapter is organized as follows. Section 4.1, illustrates how the location estimation modifies

the search region for different grid spacings for an example image. In Section 4.2, the parameters

used for scanning, for merging multiple detection and the measure to count correct and false detec-

tions are described. In Section 4.3, our approach is validated experimentally on the standard CMU

face databases (frontal, rotated and profile) [90; 89]. Section 4.4 reports additional experiments

on different face databases such as FDDB [39], Cinema and Web [27], and CMU Multi-PIE [29].

Finally, the summary of this chapter is presented in Section 4.5.

59
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4.1 Objective

Our main idea of using location estimation as described in Section 3.2 is to increase the chance

of placing the strong classifier on the target. In this section, we will visualize how the location

estimation modifies the regular grid to increase the chance of finding a face in the image.

Figure 4.1 illustrates, how the location estimation guides the search to more face like regions

for three different grid spacings (10 by 10, 6 by 6, and 3 by 3). To visualize the estimated location,

arrows are overlaid on the gray image. The origin of the arrow indicates a point on the regular grid,

while the arrow head indicates the new estimated location by Cpatch. The arrows are pointing more

or less in one direction because the top left corner of the face is used as the reference coordinate. For

the location estimation, a decision tree TF (10, µf) for a face size of 19x19 is used for this illustration.

From the zoomed image on the right of the Figure 4.1(a,b,c), we observe that the location estimation

is able to predict the left top corner of the face region reasonably well for different grid spacings. For

the grid spacing of 3 by 3, we can see that the location estimation is able to predict many times the

top left corner of the face, and for a larger grid spacing (10 by 10) we still have one or two predictions

on the top left corner of the face. Thus, using location estimation can increase the chances of a face

being detected even when the grid spacing is made larger.

4.2 Performance evaluation

A standard pyramid based scanning approach (as in [84]) is used to detect faces at different

scales. The scale factor to build the pyramid is set to 1.2. For location estimation, a decision

tree with only µ-Ferns is considered in the rest of our experiments, since the performance was

comparable to Ferns as seen from the previous chapter. In the next sections, merging of multiple

detections, measuring correct and false detections and a brief description of baseline classifier used

in our experiments are described.

4.2.1 Merging multiple detections

The merging of multiple detections is based on commonly used ratio of intersection/union of area

[39]. Let us assume that a list of detections parametrized by a set of bounding boxes or rectangles
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(a)

(b)

(c)

Figure 4.1. Illustration of location estimation on a real image. The base of the arrow is where Cpatch is placed, and the
arrow head is the offset estimate by Cpatch. For this example the faces in the image are of size approximately 19x19.
The images on the right show zoomed version of two faces. (a) shows location estimation for 10 by 10 grid spacing, (b)
shows the location estimation for 6 by 6 grid spacing, and (c) shows location estimation on 3 by 3 grid spacing.
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{Di = (xi, yi, wi, hi)}, where, x and y are the top left corner of the bounding box and w and h are its

width and height respectively are given. Then the overlap ratio between the two rectangles is given

by:

J(Dp,Dq) =
Dp ∩ Dq

Dp ∪ Dq

(4.1)

where, Dp ∩ Dq and Dp ∪ Dq stands for the area of their intersection and reunion, respectively. The

value of J ranges from 0 to 1 (1 for exact overlap and 0 for no overlap, see Figure 4.2).
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Figure 4.2. Illustration of intersection of two rectangles Dp and Dq . The shaded region represents the intersection
between the rectangles.

The merging of multiple detection is an iterative algorithm, where at each iteration some rect-

angles are merged, some are discarded and some are kept for next iteration. With this merging

algorithm, three different overlapping regions (see Figure 4.3) could be controlled. The rectangles

that have value J above a threshold value αu, will be considered for merging. The rectangles that

have value J below a threshold value αu, and above a threshold value αl will be discarded from the

list, and the rectangles with value J below a threshold value αl, will be kept for next iteration.

0 1

rectangles untouched discarded rectangles
rectangles used for merging

αl αu

Figure 4.3. Merging multiple detections using ratio of area of intersection to joined areas. αl and αu are two threshold
values that controls the grouping of rectangles into different region.

For merging multiple detections, when more than one view of the face is considered, the value

J could be modified by multiplying by a function that reflects the closeness between two different

views. Another parameter that can be used for accepting a merged detection is the minimum num-

ber of overlapping rectangles β. This is usually useful when the target is detected multiple times
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compared to the background, thus a higher value of β could be used to reduce the number of false

alarms.

In all the experiments the value of αu is fixed to 0.45, αl is fixed to 0.05 for frontal and in-plane

rotation while for out-of-plane rotated faces it is fixed to 0.1 (since the CMU profile face database

contains faces occluded by other faces). The value β is set to 1, since for larger grid spacing the

classifier might see the target only once.

4.2.2 Measuring correct and false detections

Once multiple detections are merged, the overlap ratio J between the rectangles could be used

again to count the correct and false detection from the ground truth rectangles (bounding boxes).

A face is said to be correctly detected if the value J is greater than the specified threshold αT . The

value for αT is set to 0.35, since we are interested only by the detection task and not to realize a

precise localization.

To analyse the performance of the system at a specific operating point (a determined αT ), the

detection rate (DR) and the number of false alarms (nFA) are computed, which are given as:

DR =
number of correct detections

number of true faces in the image
(4.2)

nFA = total number of detections− number of correct detections (4.3)

To analyse the performance at different operating points, Receiver Operating Characteristic (ROC)

curves could be plotted. ROC curve is a plot of the detection rate (true positive rate) with respect to

the number of false positives (false alarms) at different operating points. Different operating points

of the system are obtained by varying the final threshold of the baseline classifier.

4.2.3 Baseline Classifiers

A cascade of boosted multi-block LBP [122] features are used to train a strong view-specific

classifier. A cascade architecture is chosen to reject the background as quickly as possible and

focus on more face like regions, while LBP features are chosen for their robustness to monotonic

illumination variations and are also fast to compute. The cascade architecture has 6 stages and the

detection rate for each stage is set to 99.95%. The first stage has 5 weak classifiers, followed by 10,
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17, 25, 40, and 60 weak classifier. The training of each stage is similar to the training described

by Fröba et al. [25]. Negative patterns are updated after each stage by collecting the patterns that

passes through the currently built classifier.

The baseline classifier, in the case of detecting only one view of the face consists of one strong

view-specific classifier. In the case of detecting faces with more than one view (frontal in-plane

rotated or out-of-plane rotated faces), a decision tree is trained to estimate the view of the face

similar to the decision tree used for location estimation, and then a view-specific classifier is used

for final verification (see Figure 4.9 and 4.14). Since, we are interested in analysing the effect

of location estimation on the detection rate for different grid spacing, the baseline classifier for

detecting more than one view will contain a view estimator and view-specific classifiers. This will

be described in detail later in Sections 4.3.4 (for frontal in-plane rotated faces) and 4.3.6 (for out-

of-plane rotated faces). All the experiments were conducted on machine with Intel(R) Core(TM)2

CPU6700 @ 2.66GHz.

4.3 Experiments on the CMU face databases

In this section, the performance (detection rate and speed) of scanning with and without location

estimation for different grid spacing are compared on the CMU face databases 1. First, a brief

description of the face databases used are presented. Then, the baseline classifiers and results are

presented for frontal, frontal in-plane rotated, and out-of-plane rotated face databases. Finally, we

discuss on the computation time of the baseline classifiers and the number of subwindows processed

for different grid spacing.

4.3.1 Description of the databases

The following face databases are used for this experiment:

CMU frontal face database: This database is usually known as CMU+MIT frontal face

database, but we will refer to it as CMU frontal face database. The CMU frontal face database [90]

1. The ground-truth information for all the face images are available publically from the website

http://vasc.ri.cmu.edu/idb/html/face/
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contains 117 images with 505 face images. Some example images from this database are shown in

Figure 4.8.

CMU rotated face database: This database contains 50 gray-scale images with a total of 223

faces, of which 216 are rotated in the [−90◦; +90◦] in-plane range. For our experiment, we will

consider only faces within [−90◦; +90◦] in-plane rotation range. Some example images from this

database are shown in Figure 4.13.

CMU profile face database: The CMU profile face database [89] consists of 208 images with 441

faces of which 347 are profile views. Some example images from this database are shown in Figure

4.18.

4.3.2 Baseline frontal face classifier

The strong frontal face classifiers are trained with the same face database which was used for

training a tree for location estimation (see Section 3.5.2 for the description of the cropped frontal

face database). Additional to the face databases termed as “normal” (n) and “rotscale” (r), an addi-

tional one called “translation” (t) (where the face images are translated with +/-1 pixel translation

in x and y direction) is introduced. The main idea of perturbing the cropped face database is to see

the effect on the detection rate for different grid spacing. For each face image size (19x19, 19x27

and 24x24) and perturbation a strong classifier is trained. Let CF (X,Y ) represent a baseline frontal

face classifier, where X represents the face size that the classifier is trained with, and Y is the type

of perturbation. The face size will be represented by only its height. For example, a strong classi-

fier trained on faces with the size 19x27, and perturbation type “rotscale”, will be represented as

CF (27, r), and if a classifier needs to be represented only by its face size, then it will be represented

as CF (27) by omitting Y .

Performance of the baseline classifier

Figure 4.4 shows the baseline performance of different classifiers on the CMU frontal face

database. The baseline ROC curves are plotted by varying the classifier’s threshold. The scan-

ning grid spacing is fixed to 1, and the merging parameters for multiple detection are the same as
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mentioned in Section 4.2. and are fixed for the rest of this experiment. From the ROC curves, we

observe that the performance is better for face image sizes of 24x24 and 19x27 than for the face

image size of 19x19. We are also able to obtain a very good detection rate for reasonable number of

false positives.

The detection rate of different classifiers with respect to grid spacing are also analysed and are

shown in Figure 4.5. To obtain this plot, the threshold for each of the classifier is fixed such that

the detection rate is 93% on the CMU frontal face database with scanning grid spacing of 1. We

observe that the classifier with perturbation “translation” performs slightly better than the other

two perturbations for different face image sizes and grid spacing. As the grid spacing is increased

we can see that the detection rate drops drastically. For example, in Figure 4.5(a), the detection

rate for the classifier CF (24, r) drops to 11.95% for the grid spacing of 14.

4.3.3 Results on frontal face detection

We now apply our proposed approach of using location estimation during the scanning process

on the CMU frontal face database. The depth of the tree for location estimation is fixed to 15 for

all different patch sizes. In the following paragraphs, we will discuss the effect on the detection

rate with respect to the grid spacing, the effect of patch size on the detection rate for different grid

spacing, and the computational time with respect to the detection rate obtained on this database.

Detection rate vs. grid spacing: Figure 4.6 shows the effect on the detection rate with respect

to the grid spacing on the CMU frontal face database. From these figures, it is clearly visible that

our approach obtains better detection rate when compared to its respective baseline for the same

grid spacing, which validates our hypothesis experimentally (see Section 3.2 for description of our

approach). For example, if we consider the baseline classifier CF (24, r), with the location estimator

TF (16) in Figure 4.6(c), the detection rate obtained for grid spacing of 14 is 56.97%, which represents

45% relative improvement compared to the baseline alone, and only 35.86% less than the detection

rate for the grid spacing of 2.

Effect of patch size on the detection rate: Again from Figure 4.6, we can observe the effect of

different patch size used for location estimation on the detection rate for different grid spacing. All
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Figure 4.4. Baseline ROC curves for different classifiers on the CMU frontal face database. (a) Classifiers trained with-
out any perturbation (“normal”), (b) Classifiers trained with perturbation (“rotscale”) and (c) Classifiers trained with
perturbation (“translation”).



68 CHAPTER 4. FACE DETECTION USING LOCATION ESTIMATION

0 2 4 6 8 10 12 14
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

grid spacing

d
e

te
ct

io
n

 r
a

te

Detection rate vs grid spacing − baseline

 

 
C

F
(24,n)

C
F
(24,r)

C
F
(24,t)

(a)

0 2 4 6 8 10 12 14
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

grid spacing

d
e

te
ct

io
n

 r
a

te

Detection rate vs grid spacing − baseline

 

 
C

F
(27,n)

C
F
(27,r)

C
F
(27,t)

(b)

0 2 4 6 8 10 12 14
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

grid spacing

d
e

te
ct

io
n

 r
a

te

Detection rate vs grid spacing − baseline

 

 
C

F
(19,n)

C
F
(19,r)

C
F
(19,t)

(c)

Figure 4.5. Baseline detection rate vs. grid spacing for different perturbation on the CMU frontal face database. (a)
24x24 face image, (b) 19x27 face image and (c) 19x19 face image.
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Figure 4.6. Detection rate vs. grid spacing with and without location estimation on the CMU frontal face database for
different classifiers and face image sizes. (a,b,c) 24x24 face image, (d,e,f) 19x27 face image, and (g,h,i) 19x19 face
image. The legend TF (X) represents a decision tree for location estimation and X represents the patch size.
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the plots in Figure 4.6 follow a similar pattern. Let us take the Figure 4.6(c) for discussion. We can

see that the performance can be clustered into two groups when the baseline classifier is combined

with location estimation: One containing TF trained with larger patch size of 21x21 (TL), while the

other containing TF trained with smaller patch sizes of 18x18, 16x16 and 14x14 (TS). We observe

that TL performs similar to the groupTS upto a grid spacing of 4 and then starts to decrease more

than TS. There is also not much difference in the detection rate between different patch sizes in TS.

For the grid spacing of 14, there is almost a difference of 22.11% in the detection rate between TL

and TS. This shows that smaller patch sizes for location estimation obtains better detection rate as

the grid spacing is increased.

Computational time vs. detection rate: The computation time includes all the processing

steps, such as scaling the image for the pyramid scan, calculation of integral images, and the appli-

cation of a location estimator (only for our approach) and a baseline classifier. The computational

time is analysed empirically. Figure 4.7 shows the computation time in seconds with respect to the

detection rate for different classifier with and without location estimation. To reduce the clutter

in a plot, we have selected one of the better performing baseline classifier with location estimation

to compare with the performance of the baseline classifier. From these plots, we can see that our

approach is faster than the baseline for a similar detection rate, and for a fixed computational time,

our approach obtains a better detection rate. Note that our approach takes more computational

time for the same grid spacing, but also can achieve better detection rate. For example, in Figure

4.7(c), our approach is 2.4 times faster than the baseline for the detection rate of 80%. If the com-

putation time is fixed to around 10 seconds then a gain of 17% in the detection rate when compared

to the baseline is achieved with our approach.

Some detection results are shown in Figure 4.8. We can observe that using location estimation

reduces the number of miss detections with respect to the standard scanning technique for a larger

grid spacing.
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Figure 4.7. Detection rate vs. time with and without location estimation on the CMU frontal face database. The time
is shown in seconds to scan all the 117 images from this database.(a,b,c) 24x24 face image, (d,e,f) 19x27 face image,
and (g,h,i) 19x19 face image. The legend TF (X) represents a decision tree for location estimation and X represents
the patch size.
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(a) (b)

Figure 4.8. Some examples of frontal face detection on the CMU frontal face database. (a) with standard approach,
and (b) with location estimation. The detection results are shown for the scanning grid spacing of 12. The red boxes
represents the ground-truth and the green boxes represents detected faces.
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4.3.4 Baseline frontal in-plane rotated face classifiers

The classifiers are trained with the cropped face database as described in Section 3.5.3 which

is of size 24x24. A square face image size is considered for this task, since it is easier to handle

in-plane rotation, and also we have seen before in Section 4.3.2 that the baseline classifier for

face size of 24x24 performs better than 19x19. The baseline classifier for detecting frontal in-plane

rotated faces consists of a rotation estimator and view-specific classifiers. The block diagram for our

approach is shown in Figure 4.9. As described in Section 3.5.3, the rotation angles that we consider

for our experiment ranges from -90◦ to +90◦ in steps of 10◦, which results in 19 different views. For a

view-specific classifier faces with +/-10◦ rotation angles are included to be slightly tolerant to errors

from rotation estimator. Hence, 19 view-specific classifiers are trained as described in Section 4.2.3.

Location
Estimation

In-plane Rotation
Estimation

View Specific
Face Classifier

Input Image Patch
face / non-face

Baseline classifier

Figure 4.9. Overview of our approach for frontal in-plane rotated face detection. A patch smaller than the face size is
used for face location estimation. Estimated location of the face is then passed through a rotation estimator and finally
a view-specific face classifier is used to verify the presence of the face.

−40−80−90 +40−10 0 +10 +90+80

... ... ... ...
...
......

......
...

...

...

Figure 4.10. Patch examples used for training a rotation estimator. The rotation angle varies from -90◦ to +90◦ in step of
10◦.

Next, we will look at the training and measuring the performance of an in-plane rotation esti-

mator followed by the performance of the baseline classifier.

In-plane rotation estimator

The in-plane rotation estimator is built using a decision tree similar to the decision tree for

location estimation as described in Section 3.4 (offset values are replaced by rotation angles). Now,
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each view of the patch is associated with a rotation angle and a decision tree is trained such that the

leaf node learns and estimates the rotation angle for the corresponding patch appearances. Some

examples of the rotated face samples are shown in Figure 4.10. Similar to the offset error defined

in Equation 3.13, we define rotation error as

λθ = |(θ̂ − θ)| (4.4)

where θ̂ is the estimated and θ is the ground-truth rotation value. The number of test patches that

have estimation error λθ is given by g(λθ) =
∑N

i=1 1λθ
(λi

θ), where 1λθ
is the indicator function. The

cumulative distribution is given by c(λθ) =
∑λθ

j=0 g(j).

The tree for in-plane rotation estimator is represented as T r(B,D), where D represents the

depth of the tree, and B represents the type of binary feature (µf or f ). The face size is omitted,

since here we are only considering one face size, which is 24x24. The trees are trained with different

depths (11 to 20) and the performance of the rotation estimator for the binary tests tµf and tf are

shown in Figure 4.11. The tree T r(f) has lower MSE compared to the tree T r(µf) as seen from the

Figure 4.11(a). We also observe from Figure 4.11(b) that, the rotation estimator can achieve above

85% of the test patches falling within an absolute rotation error of 10◦ for the different tree depths

considered in this plot.
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Figure 4.11. Evaluation of in-plane rotation estimation. (a) mean square error vs. depth of the tree. (b) cumulative
distribution with respect to the rotation error (λθ).
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Performance of the baseline classifier

The baseline performance on the CMU rotated face database is shown in Figure 4.12(a). The

rotation estimator T r(µf, 17) is used for the baseline classifier along with 19 view-specific classifiers

and together it is represented as CR(24). The evaluation setup is the same as described in Section

4.2. We can see from the Figure 4.12(a) that the baseline classifier can achieve above 92% detection

rate with couple of hundreds false positives.

4.3.5 Results on frontal in-plane rotated face detection

We now apply our proposed approach of using location estimation during the scanning process

on the CMU frontal in-plane rotated face database. The depth of the tree for location estimation

are fixed to 18 for all different patch sizes. In the following paragraphs, we will discuss the effect on

the detection rate with respect to the grid spacing, the effect of patch size on the detection rate for

different grid spacing, and the computational time with respect to the detection rate obtained on

this database. To obtain the plots in Figure 4.12(b) and (c), the threshold of the baseline classifier

is set at 94.4% detection rate on the ROC curve shown in Figure 4.12(a).

Detection rate vs. grid spacing Figure 4.12(b) shows the effect on the detection rate with

respect to the grid spacing. We observe from the figure that with our approach better detection

rates are achieved for larger grid spacing when compared to the baseline. For example, the base-

line classifier obtains 9.72% detection rate for a grid spacing of 14, while with location estimation

(CR(24) + TR(18)) the detection rate is 32.87%, resulting in a gain of 23.15%.

Effect of patch size on the detection rate: We refer again to Figure 4.12(b) to see the effect

of the patch size on the detection rate with respect to the grid spacing. The effect of patch size

on the detection rate in this case is not as clear as in frontal face detection (see Figure 4.6). But

considering only the baseline classifier with TR(18) and TR(21), we can see that the smaller patch

size performs better than the larger patch size used for location estimation.

Computational time vs. detection rate: Figure 4.12(c) shows the computation time in seconds

with respect to the detection rate for the baseline classifier with and without location estimation.
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Again, to reduce the clutter in a plot, a better performing classifier with location estimation (TR(18))

is selected. From this plot, we can see that our approach is faster than the baseline for a fixed

detection rate, and for a fixed computational time, our approach obtains a better detection rate. For

example, in Figure 4.12(c), our approach is 1.7 times faster than the baseline for the detection rate

of around 82.4%. If the computation time is fixed to around 10 seconds then there is a gain of 16%

in the detection rate with our approach when compared to the baseline.

Some detection results are shown in Figure 4.13. We can again observe that, using location

estimation reduces the number of miss detections with respect to the standard scanning technique

for a larger grid spacing.
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Figure 4.12. Performance on the CMU rotated face database. (a) shows the baseline ROC curve. (b) detection rate
vs. grid spacing with and without location estimation. (c) detection rate vs. time with and without location estimation.
Depth of the tree is fixed to 18. The legend TR(X) represents a decision tree for location estimation and X represents
the patch size.
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(a) (b)

Figure 4.13. Some examples of frontal in-plane rotated face detection on the CMU rotated face database. (a) with
standard approach, and (b) with location estimation. The detection results are shown for the scanning grid spacing
of 12. The red boxes represents the ground-truth, the green boxes represents detected faces, and the blue boxes
represents false detections.
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4.3.6 Baseline out-of-plane rotated face classifier

The baseline classifiers are trained with the cropped face database as described in Section 3.5.4.

The baseline classifier for detecting out-of-plane rotated faces consists of an out-of-plane rotation

estimator and view-specific classifiers. The block diagram for our approach is shown in Figure 4.14.

The face image size considered here is of size 24x24. We grouped 67◦ and 90◦ face images as there

was not much visual difference between them. With the grouping we obtain 3 views: frontal, left

and right profile views. Three view-specific classifiers are trained using the same cropped face

database. We will first look at the training and performance of an out-of-plane rotation estimator

followed by the performance of the baseline classifier.

Location
Estimation

Out-of-plane Rotation
Estimation

View Specific
Face Classifier

Input Image Patch
face / non-face

Baseline classifier

Figure 4.14. Overview of our approach for out-of-plane rotated face detection. A patch smaller than face size is used
for face location estimation. Estimated location of the face is then passed through a out-of-plane rotation estimator
and finally a view-specific face classifier is used to verify the presence of face.

Out-of-plane rotation estimator

Similar to the rotation estimator described in Section 4.3.4, a decision tree for estimating out-of-

plane rotation is trained. Some examples of frontal and out-of-plane rotated face images are shown

in Figure 4.15. The tree for out-of-plane rotation estimator is represented as T p(B,D), where D

represents the depth of the tree, and B represents the type of binary feature (µf or f ). Here too, we

omitted the face size, since we are only considering one face size which is 24x24. Figure 4.16 shows

the performance of an out-of-plane rotation estimator. We observe that the MSE for the decision

tree T p(µf) is more than the decision tree T p(f), and that, as the depth increases, the MSE also

slightly increases. The cumulative distribution shown in Figure 4.16(b) gives a better picture on

the number of test patches that are correctly recognized. We see that nearly 92% of the test patches

are correctly recognized without any errors, and there is not too much difference in performance

with respect to the tree depth that are considered in this plot.
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Performance of the baseline classifier

The ROC curve of the baseline classifier on the CMU profile face database is shown in Figure

4.17(a). The out-of-plane rotation estimator T p(µf, 14) is used for the baseline classifier along with 3

view-specific classifiers and together it is represented as CP (24). The evaluation setup is the same

as described in Section 4.2, except for this database we had set αl to 0.1 to consider overlapping

of faces to some extent. We observe that it is difficult to obtain good performance in the case of

out-of-plane rotated faces. The baseline classifier achieves above 60% with higher number of false

positives compared to frontal and in-plane rotated baseline classifiers. Nevertheless, we will study

the impact of location estimation on this baseline classifier.

+67−67−90 0 +90

Figure 4.15. Patch examples used for training a profile estimator. The face image size is 24x24.
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Figure 4.16. Evaluation of out-of-plane rotation estimation. (a) mean square error vs. depth of the tree. (b) cumulative
distribution with respect to out-of-plane rotation error (λθ).
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4.3.7 Results on out-of-plane rotated face detection

We now apply our proposed approach of using location estimation during the scanning process

on the CMU profile face database. To obtain the plots in 4.17(b) and (c), the threshold of the baseline

classifier is set at 67.7% detection rate on the ROC curve shown in Figure 4.17(a). Some detection

results are shown in Figure 4.18. Here the detection results are shown for the grid spacing of 6. As

before, we will discuss the effect on the detection rate with respect to the grid spacing, the effect of

patch size on the detection rate for different grid spacing, and the computational time with respect

to the detection rate obtained on this database.

Detection rate vs. grid spacing Figure 4.17(b) shows the effect on the detection rate with

respect to the grid spacing. We observe from the figure that with our approach better detection

rates are achieved for different grid spacings when compared to the baseline. For example, the

baseline classifier obtains 5.0% detection rate for a grid spacing of 14, while with location estimation

(CP (24) + TP (18)) it is 15.42%, resulting in a gain of 10.42%. But the advantage that we gain for

this database is only minimal when compared to the frontal and in-plane rotated face detection.

Effect of patch size on the detection rate: We will refer again to Figure 4.17(b) to see the

effect of the patch size on the detection rate with respect to the grid spacing. The effect of patch

size on the detection performance is similar to the case of frontal face, and the patches could be

clustered into two groups (TL consisting of patch size 21x21 and TS consisting of patch sizes 18x18,

16x16 and 14x14). But the difference in the detection rate between TL and TS is much lesser when

compared to the experiments for frontal faces.
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Figure 4.17. Performance on the CMU profile face database. (a) baseline ROC curve. (b) detection rate vs. grid
spacing with and without location estimation. (c) time vs. detection rate. The legend TP (X) represents a decision tree
for location estimation and X represents the patch size.
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(a) (b)

Figure 4.18. Some examples of out-of-plane rotated face detection on the CMU profile face database. (a) with
standard approach, and (b) with location estimation. The detection results are shown for the scanning grid spacing
of 6. The red boxes represents the ground-truth, the green boxes represents detected faces, and the blue boxes
represents false detections.
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Computational time vs. detection rate: Figure 4.17(c) shows computation time in seconds

with respect to the detection rate for the baseline classifier with and without location estimation.

Again, to reduce the clutter in a plot, a better performing classifier with location estimation (TP (18))

is selected. From this plot, we can see that our approach is definitely faster than the baseline for a

fixed detection rate, and for a fixed computational time, our approach obtains a better detection rate.

For example, in Figure 4.17(c), our approach is 2 times faster than the baseline for the detection

rate of around 60%. If the computation time is fixed to around 50 seconds then there is a gain of

17.6% in the detection rate with our approach with respect to the baseline.

4.3.8 Discussion

We have shown that with our approach, we are able to achieve a better detection rate for a larger

grid spacing when compared to the baseline, and also achieve a better computation time for a fixed

detection rate. We will discuss in the following paragraphs, the computational time of the baseline

classifiers, and the number of subwindows processed for different grid spacing.

Computational time of a strong classifier in different scenarios: The computation time is

evaluated empirically. The scanning grid spacing was fixed to 2 and the total computation time of

a strong classifier to process all the subwindows is noted. This value was then divided by the total

number of subwindow processed to obtain the average processing time of the strong classifier for a

subwindow.

We used the CMU frontal face database for evaluating the average processing time for frontal

baseline classifier CF . The computation time of a strong classifier in CF takes around 1.4µSec to

process a subwindow without location estimation (TF ) activated, while it increases to 1.8µSec when

TF is activated. The increase in processing time of a strong classifier can be due to the placing

of a subwindow at more probable face like region. Therefore, the total processing time for one

subwindow with location estimation would be 1.8µSec plus the time to process TF .

Similarly, for evaluating the average processing time for a strong view-specific classifier in CR,

we used the CMU rotated face database. A view-specific strong classifier in CR takes around 1.5µSec

to process a subwindow without T r and TR activated, and 3.2µSec when only T r is activated. When

both T r and TR are activated the processing time increases to 3.6µSec. Therefore, the total time to
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process a subwindow would be 3.6µSec plus the time to process T r and TR.

For evaluating the average processing time for a strong view-specific classifier in CP , we used

the CMU profile face database. A strong view-specific classifier for the profile face, the computation

time to process a subwindow is around 6.1µSec without T p and TP activated, and 7.2µSec with only

T p activated. When both T p and TP are activated the computational time increases to 8.1µSec to

process a subwindow. Therefore, the total processing time to process a subwindow would be 8.1µSec

plus the time to process T p and TP . The strong classifier for profile view takes 4 times more than

the frontal face classifier for the same cascade architecture and feature set, indicating that the

background does not get rejected as quickly as in frontal face classifier.

Number of subwindows processed for different grid spacing: To get an idea on the number

of subwindows processed on the CMU frontal, rotated and profile face databases, we provide the

data in the Table 4.1. The speed-up is shown with respect to the grid spacing of 1.

grid spacing Number of subwindows processed speed-up with respect

CMU frontal CMU rotated CMU profile to the grid spacing 1

1 73,533,029 32,927,327 50,238,423 1x

2 18,451,911 8,255,383 12,623,347 4x

3 8,222,911 3,679,183 5,645,619 9x

4 4,641,693 2,075,355 3,190,929 16x

5 2,984,850 1,332,412 2,060,841 25x

6 2,077,973 927,857 1,437,861 36x

7 1,529,509 683,066 1,059,434 49x

8 1,176,313 524,600 816,105 64x

9 932,856 415,583 648,801 81x

10 758,392 337,724 532,522 100x

11 628,880 279,813 440,026 121x

12 529,959 235,851 371,949 144x

13 409,157 201,471 318,145 169x

14 352,528 174,053 275,505 196x

Table 4.1. Total number of subwindows processed for the CMU face databases for different grid spacing (pyramid
scaling factor 1.2).

4.4 Experiments on additional face databases

In this section, we will evaluate our approach on additional face databases such as Cinema and

Web [27], FDDB [39], and CMU Multi-PIE [29].
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4.4.1 Cinema and Web frontal face databases

Database description

The Web face database contains 211 images with 499 faces, and the Cinema face database con-

sists of 158 images with 276 faces. Some examples from this database along with detection results

are shown in Figures 4.20 and 4.21. The results are shown for the grid spacing of 12.

Results

In this experiment, only one face size for the baseline classifier is considered, since we have

already seen that the performance trend across different baseline classifiers are similar. We selected

one of the better baseline classifier which is of face size 24x24 CF (24), based on the baseline ROC

curves on the CMU frontal face database (Figure 4.6). The baseline ROC curves for the Cinema

and the Web face databases are shown in Figures 4.19(a) and (b) respectively. The ROC curves

are plotted for scanning grid spacing of 1. We can observe that the baseline classifiers are able to

achieve very good detection rate for a couple of hundred false positives. Next we will look at the

effect on the detection rate with respect to the grid spacing and also the computational time with

respect the detection rate.

Figures 4.19(c) and (d) shows the effect on the detection rate with respect to the grid spacing

with and without location estimation on the Cinema and the Web face database respectively. To

obtain this plot, the baseline threshold is kept the same as used for the CMU frontal face database,

and we have only shown for one of the baseline classifier CF (24, r). We observe similar behaviour as

seen for CMU frontal face database (Figure 4.6). From the Figure 4.19(c) and (d), we can see that

the detection rate for the grid spacing for 14 with location estimation is around 50% for both the

databases, while the baseline is able to only achieve around 10%, thus a gain of 40% in detection

rate is achieved with location estimation.

The computational time with respect to the detection rate for the Cinema and the Web face

databases is shown in Figure 4.19(e) and (f) respectively. A similar observation of achieving a better

detection rate for a fixed computational time or a better computational time for a fixed detection is

seen for these databases.
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Figure 4.19. Performance on Cinema and Web databases. Baseline ROC curve on (a) Cinema database, and (b)
Web database. Detection rate vs. grid spacing for (c) Cinema, and (d) Web database. Detection rate vs. time for (e)
Cinema, and (f) Web database.
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(a) (b)

Figure 4.20. Some examples of frontal face detection on the Cinema frontal face database. (a) with standard ap-
proach, and (b) with location estimation. The detection results are shown for the scanning grid spacing of 12. The red
boxes represents the ground-truth and the green boxes represents detected faces.
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(a) (b)

Figure 4.21. Some examples of frontal face detection on the Web frontal face database. (a) with standard approach,
and (b) with location estimation. The detection results are shown for the scanning grid spacing of 12. The red boxes
represents the ground-truth and the green boxes represents detected faces.
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4.4.2 FDDB face database

Database description

The FDDB database was collected by Vidit Jain [39]. This database contains 2845 images with

a total of 5171 faces. The author proposed a common evaluation framework to report the detection

performance. There are two kind of experiments (EXP-1 and EXP-2) to report the results. The

database is equally partitioned into 10 folds. In EXP-1, a 10-fold cross-validation is performed and

the average of the 10 ROC curves is reported (9 folds are used for training a detector and 1 is

used for validation). In EXP-2, the training database for the face classifier is unrestricted and the

average of the 10 ROC curves obtained on 10-folds is reported. The author proposed to consider

the problem of matching annotations and detections as finding a maximum weighted matching in

a bipartite graph. The weight of the edge in the graph is based on the score value J (see Equation

4.1, overlap ratio of the two rectangles). The author also proposed a discrete score and a continuous

score based on the value J . In discrete scoring the score is set to 1 if the value J is greater than

0.5, while for continuous scoring the value J is directly used for obtaining the correct and false

detections.

Results

The results that we report here is for EXP-2 2. For this task we used an already trained detector

from [86] which is based on modified LBP feature and will be represented as C∗
F (19). The detector

was trained on face size of 19x19. We use the standard evaluation toolbox from FDDB 3 to generate

the ROC curves for the discrete score in Figure 4.22(a), and to compare with [107] and [64]. We

can observe from this figure that the performance of our detector is comparable to the other two

detectors.

Figure 4.22(b) shows the ROC curves with our detector using the standard scanning technique

and with location estimation. For 1000 false positives, we can see that the detection rates with lo-

cation estimation are higher than the standard scanning technique for respective grid spacing (the

same is shown in Figure 4.23(a)). We can observe from the Figure 4.23(a) that the location estima-

2. These results were also reported in our paper [94], in the ECCV Workshop on Face Detection: Where we are and what
next?.

3. http://vis-www.cs.umass.edu/fddb/results.html
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Figure 4.22. ROC curves for the FDDB face database. (best viewed in color) (a) Comparison of our detector with
[107] and [64]. (b) ROC curves for our detector with standard scanning and with location prediction. The legend G-*
represent grid spacing used while scanning.
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Figure 4.23. Performance on the FDDB face database. (a) detection rate vs. grid spacing with and without location
estimation, and (b) time vs. detection rate with and without location estimation.

tion with grid spacing 4 performs comparable to standard scanning technique with grid spacing 2,

and location estimation with grid spacing 8 performs comparable to standard scanning technique

with grid spacing 4.

The time taken to process 2845 images using standard scanning technique with grid spacing 2,

4, 6, and 8 are 480, 165, 105, and 86 seconds respectively, while with location estimation they are

562, 187, 119, and 93 seconds respectively. This is shown in Figure 4.23(b). For the detection rate

of around 60%, our approach is 2.5 times faster, and for a detection rate of 47% our approach is 1.7

times faster than the standard scanning approach. Some detection results form this database are

shown in Figure 4.24, for a grid spacing of 8, with and without location estimation.



92 CHAPTER 4. FACE DETECTION USING LOCATION ESTIMATION

(b)(a)

Figure 4.24. Some examples of frontal face detection on the FDDB face database (a) with standard approach, and (b)
with location estimation. The detection results are shown for the scanning grid spacing of 8. The red ellipses represents
the ground-truth and the green boxes represents detected faces. Note, the ground-truth is shown only if there is a
match.
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4.4.3 CMU Multi-PIE database

Database description

The CMU Multi-PIE database contains 337 subjects, imaged under 15 view points and 19 illu-

mination conditions in up to four recording sessions [29]. A subset of images from this database

is selected, for our experiment. We considered left profile (camera label 110), right profile (camera

label 240) and frontal (camera label 051) face images from this database. All the different subjects

with the recording session 01 and image number 00 for the above three views were considered,

resulting in 249 images for each view. Each image contains only one face and it is more or less

centred.

Results

For this experiment, we considered the baseline classifier CP (24) and the location estimator

TP (18). The merging parameters are kept the same as for the experiments in Section 4.3.6. The

ROC curves for the left profile, right profile and for the frontal face are reported in Figure 4.25.

We observe that the left and right profile faces have slightly higher detection rate compared to the

frontal face images. It should be noted that when we used the frontal baseline classifier CF (24)

to detect frontal faces from this database, the detection rate was 100% with just 1 false detection,

which indicates the influence of the out-of-plane rotation estimation on the detection performance

on frontal faces.

Figure 4.26 shows the effect on the detection rate with respect the grid spacing and the compu-

tational time with respect to the detection rate for each of the face views. To obtain these plots, the

threshold of the baseline classifier is fixed to 87% detection rate on the frontal ROC curve. Again,

from the Figure 4.26(a,b,c), we observe that, a better detection rate is achieved for increasing grid

spacing with location estimation when compared to the baseline, and from the Figure 4.26(d,e,f), we

can see that, a better computational time could be achieved for a fixed detection rate or vice versa.

Some detection results for the left profile, frontal and right profile views are shown in Figures

4.27, 4.28 and 4.29 respectively. The results are shown for a grid spacing of 6. Some profile face

images as shown in the first column of the Figures 4.27 and 4.29 are covered with hair and are

difficult to detect.
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Figure 4.26. Performance on the Multi-PIE database. (a,b,c) detection rate vs. grid spacing with and without location
estimation, and (d,e,f) time vs. detection rate with and without location estimation.
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Figure 4.27. Some examples of left profile detection on the Multi-PIE face database. The first row shows the detection
results with standard technique. The second shows the detection results with location estimation. The results shown
here are for the scanning grid spacing of 6. The red boxes represents the ground-truth, the green boxes represents
detected faces, and the blue boxes represents false detections.

Figure 4.28. Some examples of frontal face detection on the Multi-PIE face database. The first row shows the detection
results with standard technique. The second shows the detection results with location estimation. The results shown
here are for the scanning grid spacing of 6.

Figure 4.29. Some examples of right profile detection on the Multi-PIE face database. The top row shows the detection
results with standard technique. The second shows the detection results with location estimation. The results shown
here are for the scanning grid spacing of 6.
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4.5 Summary

In this chapter we applied our proposed search technique on various benchmark face databases

and showed that our approach indeed reduces the number of miss detection for larger grid spacing

in the sliding window framework. We also trained decision trees for estimating in-plane and out-

of-plane rotations, and have seen that they perform reasonably well. We have seen that for frontal

face databases it is relatively easier to obtain good detection rate for larger grid spacing compared

to in-plane rotated and profile face databases.
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Chapter 5

On improving the proposed search

technique using interest points

In Chapter 3, a search technique to reduce the number of miss detections, when lesser number

of subwindows are processed was proposed. In the previous chapter, the proposed approach was

validated on various face databases. To further improve this search technique, in this chapter,

we investigate the use of interest point detection along with location estimation to focus on face

like region for detection. The detected interest points could be considered as a non-regular grid as

opposed to the regular grid previously considered.

Object detection using interest point detection and image patch descriptors have been popular

for many different objects. Interest points are regions in the image which are consistent for different

views and perturbation in the image (Gaussian [58], maximally stable extrema region (MSER) [19],

Harris [31], and FAST [80]). Usually, a patch around an interest point is extracted and matched

against the stored patches or a learned codebook [106; 80]. Many such patches around the interest

points are extracted for an object, which could then be used for detection tasks [49; 65].

In the task of face detection, Hoogenboom et al. [33] proposed a method to find interest points to

speed up the detection process. The authors observed that due to illumination the nose region was

brighter than its neighbours, and therefore detect such region as an interest point. Yali Amit at al.

[3] searched for spatial arrangements of edge fragments (center of two eyes and mouth) for focusing

99
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on face like region. In [30], eye regions were extracted based on its property that it looks darker

than the rest of the face, and can be compared to MSER interest point extraction. Yow et al. [118]

proposed pre-attentive feature selection based on derivative filters to detect facial features such as

the eyes, nose and the mouth region from an image. In this chapter, we will also use the gradient

information for interest point detection and then use location estimation to increase the chances of

detecting the faces in an image.

This chapter is organized as follows. In the following section, an overview of our approach is

presented. Section 5.2, describes our proposed interest point detector. In Section 5.3, experiment

results on different face databases are reported. Finally, summary is presented in Section 5.5.

5.1 Improving the proposed search technique

In the sliding window framework the location estimator was placed on a regular grid. Our goal

here is to replace the regular grid by a grid which is based on some features from the image that

helps to focus more on the target region. Such a grid could be obtained by using an interest point

detector. Some examples of interest points detected on the images containing faces are shown in

Figure 5.2. We can see that there are many interest points lying within the face region.

Interest point

Cobject

patchC

location estimation

Figure 5.1. Illustration of our face detection approach for one interest point. We sample some image patches around
an interest point, and apply the location estimator (Cpatch) on the patches to further estimate the face position. The
blue boxes are the sampled image patches around an interest point. The red boxes are the estimated face location
by the location estimator.

Then for a given interest point, some image patch regions are sampled around it, and the face

position is estimated using a location estimator for each sampled image patch. Figure 5.1 shows

an overview of our approach for one interest point. The sampling of the image patches around

an interest point should be such that at least one image patch falls completely within the face
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region for the location estimator to estimate the face location correctly. If the interest points are

mainly located in some parts of the face region (such as the eyes, the nose, or the mouth), then

image patches could be sampled assuming that the interest point can be any of these locations. The

reason of applying a location estimator is to increase the chances of locating the face region for any

small errors in the detected location of the interest point.

To detect faces with different scales, we follow a pyramid based approach as before and instead

of recalculating the interest point at every scale, we scale the location of interest points. In the

next section, we describe a simple interest point detector based on quantized gradient orientation.

5.2 Interest point detection

The proposed interest point detector is based on quantized gradient orientation [16] which is

simple and also fast to compute. Given an image I the gradient in x (gx) and y (gy) direction is

computed by:

gx(i, j) = I(i, j − 1)− I(i, j + 1) (5.1)

gy(i, j) = I(i − 1, j)− I(i+ 1, j) (5.2)

where i and j represents image index. The magnitude (M ) and the orientation (O) are given by:

M(i, j) =
√

gx(i, j)2 + gy(i, j)2 (5.3)

O(i, j) = tan−1 gy(i, j)

gx(i, j)
(5.4)

Next, a binary image (B) based on the gradient orientation O is created, which is given by:

B(i, j) =







1 if O(i, j) ∈ [πl, πu]

0 otherwise
(5.5)

where πl and πu represents the lower and upper gradient orientation values. Given the binary

image B, connected component labelling [56] is applied to find different regions. The centroid of

each region forms our interest point. Figure 5.2(b) shows the interest points detected using the
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(a)

(b)

Figure 5.2. Examples of interest point detector on the images containing faces. (a) using difference of Gaussian
based detector, (b) our proposed interest point detector based on quantized gradient orientation. The two cross
colors represents interest point obtained for two different gradient orientation quantization [45◦, 135◦](green color) and
[−45◦,−135◦](red color).
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proposed approach. In this figure, interest points detected for two different quantized gradient

orientations are shown in two different colors (red and green). Each color represents the interest

points obtained by a different quantization of gradient orientation (πl and πu).

Two parameters control the number of interest point generated by our approach. One is the

threshold on the gradient magnitude M , and the other is the threshold on the region area in the

binary image B. While creating the binary image B, gradient orientation O can be considered only

if the magnitude is above a specified threshold (mt). The number of regions in the binary image

could also be reduced by considering those regions that have at least a minimum number of pixels

(rt) within the region.

5.3 Experiments

We now apply the proposed approach on different face databases and compare with the sliding

window approach with and without location estimation. First, we describe the parameters used

for interest point detection, and then the sampling of image patches around an interest point for

frontal and profile faces. Finally, the results on the CMU face databases are reported.

5.3.1 Experiment setup

The parameters required for the interest point detection are mainly, gradient orientation quanti-

zation [πl, πu], gradient magnitude threshold mt, and minimum number of pixels in a binary region

rt.

Gradient orientation quantization [πl, πu]: In [118], the authors have observed that at low res-

olution, the 6 facial features (left and right eyebrow, left and right eye, nose and mouth) appear only

as dark elongated blobs against the light background of the face. We also use this knowledge and

set the values of [πl, πu] to [45◦, 135◦] and [−45◦,−135◦], which captures the gradient orientations in

positive and negative vertical direction (y axis) targeting mainly the eye, mouth and nose region.

Gradient magnitude and region area threshold: The values of gradient magnitude threshold

mt and region area threshold rt controls the number of interest points detected within the face



104 CHAPTER 5. ON IMPROVING THE PROPOSED SEARCH TECHNIQUE

region. To analyse the effect of varying the values of mt and rt, we conduct a small experiment on

the CMU frontal face database. For each value of mt and rt, we count the total number of interest

points detected in all the images and the number of faces having zero interest point that fall within

its bounding box which is shown in Table 5.1. To visualize the table a surface plot of the Table 5.1

is shown in Figure 5.3. We can see from the table that as the threshold value is increased, more

number of faces have no interest point falling within its bounding box. The values ofmt and rt needs

to be set such that the total number of interest points in the image are reduced while all faces have

at least one interest point lying within its bounding box. There can be different combination of mt

and rt (shown in bold numbers in Table 5.1, and marked in ellipse in Figure 5.3) that can satisfy the

above criteria. Since we are considering to detect faces as small as 24x24, a smaller value of rt and

larger value of mt may be possibly preferable. A very small value of rt also increases the number of

interest point detected in the image. Assuming that for a face image of 24x24 there are at least 6

pixels having the gradient orientation between [45◦, 135◦] or [−45◦,−135◦], we set rt to 6. Once rt is

fixed, we have only 2 or 3 values of mt to be selected from the table, and any one could be selected.

We selected a lower threshold value mt=28 for the rest of the experiments.

0
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6 0
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0

0.2

0.4

0.6

0.8

1

gradient magnitute thresholdregion area threshold

Number of
interest points

Region of
interest

Number of Faces having
0 interest points

Figure 5.3. Surface plot of table 5.1.
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H
H
H
H
H

mt

rt 2 4 6 8 10 12

2 0(708732) 0(375621) 0(238666) 0(168200) 0(127073) 1(100628)

4 0(640538) 0(333012) 0(210350) 0(148601) 0(112777) 1(90099)

6 0(573501) 0(294206) 0(185805) 0(132022) 0(101052) 1(81067)

8 0(519399) 0(263270) 0(166500) 0(119101) 0(91599) 1(73973)

10 0(473256) 0(238446) 0(151577) 0(109138) 0(84376) 1(68289)

12 0(422215) 0(213094) 0(136463) 0(99009) 0(76850) 1(62418)

14 0(368687) 0(189330) 0(122764) 1(89675) 1(70023) 2(57054)

16 0(340352) 0(174905) 0(114000) 1(83508) 1(65316) 2(53304)

18 0(308122) 0(159979) 0(104783) 1(76748) 2(60065) 3(49000)

20 0(282637) 0(147701) 0(97235) 0(71425) 1(55854) 3(45671)

22 0(266279) 0(138879) 0(91466) 0(67339) 1(52639) 3(43046)

24 0(248934) 0(129827) 0(85481) 0(63021) 2(49342) 4(40453)

26 0(232944) 0(121513) 1(79967) 2(58960) 3(46213) 5(37837)

28 0(219918) 0(114632) 0(75402) 1(55603) 4(43681) 7(35778)

30 0(205855) 0(107270) 0(70636) 2(52191) 10(40955) 14(33521)

32 1(188932) 1(98795) 3(65195) 6(48174) 14(37791) 21(30956)

34 2(178237) 2(93133) 3(61708) 9(45597) 17(35851) 23(29375)

36 3(167676) 3(87680) 5(58139) 10(43059) 19(33864) 26(27706)

38 3(158794) 3(82888) 8(54943) 17(40644) 22(31896) 30(26073)

40 3(150406) 6(78384) 11(52157) 19(38610) 26(30274) 38(24758)

Table 5.1. Total number of interest points detected (values inside the bracket) and faces having 0 interest points (value
outside the bracket) lying within its bounding box on the CMU frontal face database for varying gradient magnitude
threshold and region area threshold. The numbers in bold show the likely mt and rt values, which could be selected
for interest point detection.
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Sampling of the image patches around an interest point: The sampling of image patches

around an interest point is based on the knowledge that the interest points would be detected near

the eye, nose and mouth region. The face image size that we considered here is of size 24x24.

Figure 5.4 shows roughly the location of the interest points considered for the frontal and out-

of-plane rotated faces. The offset values for the frontal in-plane rotated faces are kept the same as

for the frontal faces. Let each offset be represented by a number from 1 to 6 as shown in the Figure

5.4. The number of image patches around an interest point can be controlled by selecting only a

subset of the offset values from d1 to d6. Let O1:X represent the number of offset values considered,

whereX can take values from 1 to 6. In our experiment, we consider O1:6, O1:5, O1:4, O1:3, O1:2 and

O1:1, to vary the number of image patches around an interest point.

d2

d3

d4
d5

d6

d1

(a)

right profile viewleft profile view

d2

d3
d4

d5 d6

d1

(b)

Figure 5.4. Sampling of the image patches assuming that the interest points are located near the eye, nose and the
mouth region. (a) Illustration for a frontal face image, and (b) Illustration for a profile face image. d1,d2, d3, d4, d5, d6
represents the 6 offset values considered in our experiments. The red and green dot represents interest point detected
for different gradient orientation quantization.
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Figure 5.5. Histogram of interest point for the CMU face databases. (a) For the CMU frontal face database, (b) for the
CMU rotated face database, and (c) for the CMU profile face database.

We also show the histogram of interest point on the CMU frontal, rotated and profile face

databases in Figure 5.5. To obtain the histogram, we first detect the interest points and then based

on the ground-truth face bounding box, we scale the location of the interest points and populate a
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24x24 matrix. For the CMU frontal face database, the histogram peaks at the eye and mouth nose

region and is clearly seen in Figure 5.5(a). In the case of CMU rotated face database, the interest

points are spread around the eye and mouth-nose region as seen from the Figure 5.5(b). Ideally, if

there are equal number of faces for each rotation angle, then the histogram would be evenly dis-

tributed, but it is not so in the CMU rotated face database. This is because, there are around 135

faces out of 216 that have -30◦ in-plane rotation. The CMU profile face database contains around

289 right profile and 75 left profile faces, and hence the histogram peaks are near the eye and the

nose region of the right profile face as seen in Figure 5.5(c).

5.3.2 Evaluation on the CMU face databases

In this section, the results for the CMU frontal, rotated and profile face databases are reported,

and compared with the results obtained in Chapter 4. The evaluation setup is kept the same as

described in Section 4.2 (scaling factor to build the image pyramid and merging parameters). We

use the same baseline classifier and location estimator as used in Chapter 4 to be consistent for

comparison. When using interest points for face detection, the legend in a figure will be represented

as “IP”.

Tables 5.2, 5.3, and 5.4 shows the detection rate, false detections, and the computational time

in seconds for different number of subwindows processed for the CMU frontal, rotated and profile

face database respectively. The number of subwindows processed in Tables 5.2, 5.3, and 5.4, are

comparable to the number of subwindows processed with regular grid spacing approximately from

6 to 14 in Table 4.1.

Number of detection rate time in number of

sub-windows tested seconds false detections

1,548,331 (O1:6) 91.4% 8.6 41

1,345,508 (O1:5) 90.6% 8.0 38

1,141,865 (O1:4) 89.6% 7.5 31

932,084 (O1:3) 88.8% 6.9 29

636,164 (O1:2) 86.0% 6.2 22

329,626 (O1:1) 78.6% 5.3 11

Table 5.2. Evaluation of the detection rate, speed and the number of false detections using interest point with differ-
ent number of image patches on the CMU frontal face database. O1:X represents the number of image patches
considered around an interest point.

To get a better view on the performance with the interest points, we compare the computational



108 CHAPTER 5. ON IMPROVING THE PROPOSED SEARCH TECHNIQUE

Number of detection rate time in number of

sub-windows tested seconds false detections

856,024 (O1:6) 90.4% 9.1 55

739,510 (O1:5) 88.4% 8.3 47

619,335 (O1:4) 87.9% 7.3 34

492,949 (O1:3) 86.1% 6.3 26

342,566 (O1:2) 81.4% 5.3 22

182,912 (O1:1) 73.1% 4.0 15

Table 5.3. Evaluation of the detection rate, speed and the number of false detections using interest point with different
number of image patches on the CMU rotated face database.

Number of detection rate time in number of

sub-windows tested seconds false detections

1,601,024 (O1:6) 66.8% 25.0 352

1,374,136 (O1:5) 65.0% 21.6 305

1,138,398 (O1:4) 63.0% 18.6 257

875,930 (O1:3) 61.2% 14.8 221

600,943 (O1:2) 55.7% 11.2 159

310,057 (O1:1) 48.0% 7.3 110

Table 5.4. Evaluation of the detection rate, speed and the number of false detections using interest point with different
number of image patches on the CMU profile face database.

time with respect to the detection rate for regular grid spacing, which are shown in Figure 5.6(a),

(b) and (c) for the CMU frontal, rotated, and profile face database respectively. From these figures,

we can observe that when searching for faces with interest point detection, we can achieve a better

detection rate for a fixed computation time when compared to the detection rate obtained by scan-

ning using location estimation on a regular grid. For example, in Figure 5.6(a), for a detection rate

of 90%, the computation time with interest points is 1.58 times faster than scanning using location

estimation on a regular grid, and 3.3 times faster than scanning without location estimation on

a regular grid. A similar observation is seen in Figures 5.6(b). In the case for the CMU profile

database, using interest points achieves close to baseline performance with the grid spacing of 1.

The computation time for a fixed detection rate of 66.8% with interest points is around 4.8 times

faster than scanning using location estimation on a regular grid, and 16 times faster than scanning

without location estimation on a regular grid. Note that here we have compared with the grid spac-

ing of 1, hence we obtain a larger gain with respect to the computational time. Some examples of

face detection using interest points are shown in Figure 5.7.
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Figure 5.6. Comparison of computational time vs. detection rate on the CMU face databases for different scanning
approaches. (a) for the CMU frontal face database, (b) for the CMU rotated face database, and (c) for the CMU
profile face database. The legend with “IP” represents scanning with interest point approach.
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Figure 5.7. Some examples of face detection using interest points on the CMU face database. The green and red “+”
marks represents the interest points detected, the red bounding boxes represent the ground-truth, the green bounding
boxes represents the detected faces, and the blue boxes represents false detections.
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5.4 Experiments on additional face databases

In this section, we report the results with interest point for the Cinema and Web, and CMU

Multi-PIE face databases. To evaluate on these databases, the experiment setup is kept the same

as described in Section 5.3.1.

Cinema and Web: Figure 5.8 shows the computational time with respect to the detection rate on

the Cinema and Web frontal face databases. The results with interest point detection is compared

with the results from the Section 4.4.1 (standard scanning approach with and without location

estimation). From these figures, we can again observe that a good detection rate with lesser com-

putational time is achieved with the use of interest point detection when compared to the other

two approaches. For example, in Figure 5.8(b) (result on Web face database), for a fixed detection

rate of 92.5%, using interest point detector speeds up the detection by 2.5 times when compared to

scanning with location estimation, and it is 3.75 times faster than the standard scanning technique

with out any location estimation. Some detection results for this database along with interest point

overlaid are shown in Figure 5.9.
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Figure 5.8. Comparison of computation time vs. detection rate on the Cinema and Web frontal face databases for
different scanning approaches. (a) for the Cinema frontal face database, (b) for the Web frontal face database. The
legend +IP represents scanning with interest point approach.
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Figure 5.9. Some examples of face detection using interest points on the Cinema and Web face database. The green
and red “+” marks represents the interest points detected, the red bounding boxes represent the ground-truth, the
green bounding boxes represents the detected faces, and the blue boxes represents false detections.
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CMU Multi-PIE The computational time with respect to the detection rate for Multi-PIE

database are shown in Figure 5.11. We can see from the figure that, when using interest point

detector to detect profile faces there is a drop in detection rate compared to the scanning with grid

spacing of 1. This might be due to the lesser number of image samples that we considered around

and interest point for profile views. In the case of frontal face detection, the performance is close

to the baseline with much lesser computational time. Some detection results with interest point

overlaid are shown in Figure 5.10.

Figure 5.10. Some examples of face detection using interest points on the Multi-PIE face database. The green and
red “+” marks represents the interest points detected, the red bounding boxes represent the ground-truth, the green
bounding boxes represents the detected faces, and the blue boxes represents false detections.
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Figure 5.11. Comparison of computation time vs. detection rate on the the Multi-PIE face database for different
scanning approaches. (a) for the left face profile, (b) for the frontal face, and (c) for the left face profile. The legend
“IP” represents scanning with interest point approach.
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5.5 Summary

In this chapter we proposed a method on improving the search technique using location estima-

tion and interest points. We proposed a simple interest point detector based on quantized gradient

orientation. A few image patches are sampled around an interest point which is used by the loca-

tion estimator to predict the face location which is further verified by a strong classifier. Interest

points detected can be looked as a non-regular grid compared to the regular grid as in the sliding

windows technique. We have shown that using interest point and location estimation can enhance

the detection rate and speed on various benchmark face databases.
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Chapter 6

Conclusion and future work

The standard approach of detecting faces from an image is based on the sliding window tech-

nique. To search for faces from an image, a classifier is evaluated at every location and scale. Cas-

cade of classifiers are usually used to speed up the detection process. The other approach to speed

up the detection process is to reduce the number of subwindows evaluated. In the sliding window

technique, the number of subwindows processed can be controlled by varying the grid spacing, but

as the grid spacing is increased (fewer subwindows processed) the number of miss detections also

increases.

In this thesis, we proposed an alternative search technique using location estimation to reduce

the number of miss detections when fewer number of subwindows are processed in the sliding

window framework. A decision tree was used to estimate the location of the face by analysing an

image patch. We also investigated the use of simple interest point detector based on quantized

gradient orientation to improve the proposed search technique.

6.1 Location estimation using a decision tree and binary fea-

tures

A decision tree was used to learn the association between the patch appearance (a part of a face)

and its location (offset) within the face image. We carried out several experiments with different

patch sizes, depths of the tree and for two binary features (ferns and µ-ferns). We evaluated its per-

117
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formance on frontal, in-plane rotated, and out-of-plane rotated cropped face database. Additionally,

a decision tree was also used to estimate the view of the face.

Location estimation: In the case of frontal faces, location estimation obtains a good performance

with a smaller depth of the tree, but when considering multiple views (frontal in-plane and out-of-

plane rotated faces) the tree depth has to be larger to learn the variations in the face appearance

across different views for the same offset value. For smaller patch sizes the performance of the

location estimation drops within a specified offset error, since the number of offset parameters

increases and also a smaller patch size might become less discriminative from each other, when

compared to the larger patch size.

Binary feature: In all the experiments, the proposed binary feature µ-ferns performs comparable

to the fern feature. The computation time for the decision trees with the two binary tests were

evaluated empirically and the results revealed that a decision tree with µ-ferns was slightly faster

when compared to a decision tree with fern feature, for a fixed depth of the tree.

Face view estimation: We used the same binary feature and learning process for location esti-

mation to learn the association between the patch appearance and the face pose (in-plane and out-of

plane rotation). A decision tree was learnt to estimate 19 views for in-plane rotation, and 3 views

for out-of-plane rotation. On the cropped face database the performance of the face pose estimation

was also reasonably good within a small error in estimation.

6.2 Application to face detection

We applied our proposed search technique to detect faces from an image. For this purpose, we

used a cascade of boosted multi-block LBP features as a strong view-specific classifier. The location

estimation with different patch sizes along with a baseline classifier were evaluated on different

face databases.

Frontal face: The effect of the location estimation on the detection rate for different grid spacing

was more visible for frontal face detection compared to the rotated and profile face detection. In



6.2. APPLICATION TO FACE DETECTION 119

the case of face detection on frontal face databases, scanning at very large grid spacing could also

achieve very good performance. The effect of the patch sizes for larger grid spacing was seen on

various frontal face databases. It is interesting to note that, though smaller patch sizes have less

accuracy in estimating the location of the face, when used in the scanning framework with larger

grid spacing, the detection rate achieved is better than using larger patches. However, beyond a

certain patch size, the difference in performance is not clearly visible.

Frontal in-plane rotated faces: The baseline classifier in this case consists of an in-plane rota-

tion estimator and 19 view-specific classifiers. The performance of the baseline classifier was good

with reasonable number of false positives, which also shows that the in-plane rotation estimator

was performing well on this face database. The use of location estimation improved the detection

rate for larger grid spacing, but not as much as obtained for frontal faces. Also, the effect of patch

sizes on the detection rate for larger grid spacing is not very clear on the CMU rotated face database.

Profile faces: The baseline classifier in this case consists of an out-of-plane rotation estimator

and 3 view-specific classifiers. The overall performance of the baseline classifier was not that good

when compared to the frontal and in-plane rotated baseline classifiers. The effect of the location

estimation on the detection rate for different grid spacing was the lowest on the CMU profile face

database. The variability in the appearance for profile views is much more than frontal and frontal

in-plane rotated faces, which makes learning a good baseline classifier and also a location estimator

for detecting profile faces a challenging task.

We also evaluated the out-of-plane face detector along with location estimation on a subset of

the CMU Multi-PIE database, which contains equal number of left and right profile faces. On this

database the performance of the baseline classifier was reasonably good. The effect of the location

estimation on the detection rate for the profile views was also clearly seen on this database.

On improving the proposed search technique: Instead of using the regular grid spacing, we

also proposed the use of interest point to improve the proposed search technique. The interest point

detector is based on quantized gradient orientation which is fast to compute. Experiment results on

various face databases showed good performance with respect to the detection rate and speed when

compared to the regular grid spacing in the sliding window framework with and without location
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estimation.

In conclusion, in all the various face databases, the proposed approach could reduce the num-

ber of miss detections for a larger grid spacing compared to the standard search technique. We

also could gain in speed for a fixed detection rate since the location estimation was faster than the

baseline classifier. We also observed that scanning with the grid spacing of 1 still achieves the best

detection rate for the baseline compared to the proposed approaches, but for a small drop in perfor-

mance, our approach can achieve a better computational time, which might be useful for practical

purposes.

6.3 Possible directions for future work

Possible directions for future work are outlined below:

Mobile application: The proposed search technique, within the sliding window framework along

with location estimation could be tested on mobile devices where the computation resource is lim-

ited. The application of the proposed or other faster interest point detector for face detection (in-

plane and out-of-plane rotated faces) could also be evaluated on a mobile device.

Using an improved strong classifier for face detection with location estimation: From

our experiments detecting profile faces seems to be a challenging task. We have only used multi-

block LBP features for this task and a different set of features needs to be explored to improve the

detection performance.

Using alternative features for location and pose estimation: We have currently used only

simple binary features for estimating the location and the pose of the face. Other features (such as

the gradient orientation) could also be explored to see if there are any improvement in performance.

Investigating interest point detector for face detection: We evaluated the face detection

performance using a simple interest point detector based on the gradient orientation information.

Quantizing gradient orientation in different angles could be further explored to detect interesting

feature location on the face region which could be then used for the task of face detection. Also,
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state-of-art interest point detectors along with location estimation could be evaluated for face de-

tection task. As we have seen that using interest point achieves better performance (speed and

accuracy), this approach could be evaluated on high resolution images and videos.

Face detection in general: Most of the current methods to train a face detector require anno-

tated face databases. Approaches based on unsupervised methods for clustering would be more

appropriate to build a complete multi-view face detection system.
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Appendix A

Feature Extraction

Features are used to describe patterns in a more compact way, such that the intra-class variabil-

ity of the patterns is decreased and inter-class variability is increased. Features extracted for object

detection should be robust to illumination changes, and ideally require as little computation as pos-

sible. In pioneering work, gray scale pixel values were used directly by Rowley [84], Feraud [78],

and Osuna [67] and complemented by an image preprocessing (histogram equalization, smoothing).

This feature extraction mechanism was computationally very expensive. In this following sections,

we will discuss on different features which are being used for object detection and tracking. We

will not be able to cover all types of features, but select a subset which are simple and efficient to

compute. We will discuss about Haar-like features, Local Binary Patterns (LBP) and its variants,

and ferns.

A.1 Haar-like features

The first real-time frontal face detection introduced by Viola and Jones [107] used haar-like

feature for face detection. Haar-like features (ref. Figure A.1(a)) are derived from Haar wavelets

and a feature is computed by subtracting the sum of pixel values in the white and the black region.

Those features can be efficiently computed by using an integral image or summed area table, first

introduced by Crow [15] for texture mapping. At a given location (x,y), in an image, the value of the
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integral image ii(x,y) is the sum of the pixels above and to the left of (x,y):

ii(x, y) =
∑

x′≤x,y′≤y

i(x′, y′)

where i(x′, y′) is the pixel value of the original image at location (x′, y′). To compute the sum of the

black region shown in Figure A.2, only 4 table access and 3 simple operations are needed. Following

Viola and Jones, Lienhart et al. [55] introduced rotated haar-like features (Fig. A.1 (b)) which

significantly enriched the original haar-like feature and could be calculated also very efficiently.

Figure A.1. (a) Haar-like features used by Viola and Jones, and (b) rotated haar-like features used by Lienhart in addition
to original haar.

Figure A.2. Computation of Haar-like feature with the integral image. The sum in the black region is given by: F − C −

E +B

A.2 Local binary patterns

Another type of feature that are popular in the computer vision community are for instance

Local Binary Pattern (LBP) [66], Census Transform [77], and Modified Census Transform (MCT)

[25]. These features are non-parametric operators which captures the local spatial structure around

a pixel in an image. For example, the LBP operator is represented by

LBPP,R(xc, yc) =

P−1∑

p=0

s(gp − gc)2
p
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where gc corresponds to the gray value of the center pixel (xc, yc) of a local neighbourhood, gp(p =

0, ..., P − 1) corresponds to the gray values of P equally spaced pixels on a circle of radius R (R > 0)

that forms a circularly symmetric set of neighbours. The function s is defined as:

s(x) =







1 if x ≥ 0

0 if x < 0

Figure A.3 shows the computation of LBP8,1. A modification of LBP8,1 was introduced by Froba

et al. [25] called Modified Census Transform (MCT), which can be written as

MCT (xc, yc) =

8∑

p=0

s(gp − g∗p)2
p

where gp consists of center pixel and its 8 neighbours, and g∗p is the average of all the pixel values

in gp. MCT thus has an extra bit to encode the local structure. The number of binary comparisons

for LBP8,1, LBP4,1, and MCT are 8, 4, and 9 respectively. Figure A.4 shows the local primitives

detected by LBP8,1 operator (spots, line end, edges, and corner). In terms of texture, each LBP code

can be regarded as micro-textons. These binary features have shown robustness to monotonic gray

scale transforms. The representation of LBP extended to multi-scale is known as multi-block LBP

feature, where instead of a pixel value the sum of a block is considered. The sum over block can be

efficiently computed using integral images.

Figure A.3. Computation of LBP8,1. A LBP code for a neighborhood is produced by multiplying the threshold values
with weights given to corresponding pixels and summing up the result.

A.3 Ferns

Özuysal et al. [68] have shown that simple binary features could be used for patch classification.
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Figure A.4. Different texture primitives detected by LBP. In the figure ones are represented by white square and zeros by
black circles.

The binary features they proposed are based simply on the sign of pixel intensity difference. Given

an image patch I a binary feature is defined as

fi =







1 if I(m) ≤ I(n)

0 otherwise

where I(m) and I(m) are the pixel intensity values at location m and n. A fern is defined as a

set of binary features (see Figure A.5), and can basically capture the intensity variations in an

image patch. A set of location pairs (m,n) can be structured vertically, horizontally, diagonally, or

circularly in a similar manner to LBP or to any arbitrary shape.

Figure A.5. Fern feature. The dark and light circles shown in a white boxes are arbitrary pixel location (m and n). In this
figure the fern consists of 3 binary feature (f1, f2, and f3).
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Face detection using ferns

In this work, we propose to use fern feature for face detection task. This feature is motivated

by [68], in which a fast patch classification algorithm based on Semi-Naive Bayesian classifier and

binary features (ferns) was proposed for estimating the pose of an object. Our main motivations to

use this feature was that it does not require any preprocessing of the image and the training time

is greatly reduced when compared to boosting.

In [68], the pixel pair location for computing the binary feature were selected randomly. How-

ever, random selection of binary features does not help us to achieve consistent performance for face

detection task and it will not be optimal for building a cascade of classifier. In next section, we first

describe the binary feature selection process, then describe Semi-Naive Bayesian classifier using

fern features, and finally describe the experiments conducted for face/non-face classification.

B.1 Binary feature selection using conditional mutual infor-

mation

For a image of size q × q we have q(q − 1)/2 possible binary features. The main goal of feature

selection is to select a small subset of features that carries as much information as possible. The

ultimate goal would be to choose f1, ..., fNf
which minimizesH(Y |f1, ...fNf

), whereH is the entropy,

Y the class label (0,1), fi binary feature (0,1), and Nf number of binary features. But this ex-

pression can not be estimated with a training set of realistic size as it requires 2Nf+1 probabilities
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(considering all Nf + 1 (total number of features plus the class) binary combination).

Fleuret et al. [24] showed that features selected based on conditional mutual information max-

imization (CMIM) criteria and using a Naive Bayesian classifier gives performance comparable

to state-of-art techniques such as boosting or SVM. The features selected using CMIM also show

robustness to noisy training data. Conditional mutual information is given by

I(Y ; f ′|f) = H(Y |f)−H(Y |f ′, f) (B.1)

where H(Y |f) is the conditional entropy which measures the residual uncertainty of Y when f is

known, H(Y |f ′, f) measures the residual uncertainty of Y when f and f ′ are known, and I(Y ; f ′|f)

gives an estimate on the amount of information shared between Y and f ′ when f is known. The

conditional mutual information is zero if f ′ and f have the same information about Y , while the

value is large if f ′ and f have different information about Y . To select a feature that carries different

information from features that are already selected, the following iterative scheme was proposed in

[24],

f0 = argmax
n

I(Y ; fn)

∀k, 0 ≤ k ≤ K − 1, f(k + 1) = argmax
n
{minl≤kI(Y ; fn|fl)}
︸ ︷︷ ︸

s(n,k)

The score s(n, k) is low if any feature already picked is similar to fn or if fn does not contain any

information about Y . By taking the feature fn with maximum score s(n, k), it is ensured that the

new feature is different from those that are already selected and also carries information about Y .

B.2 Semi-Naive Bayesian classifier

Naive Bayesian classifier has been successfully used for various classification tasks. We will be

using Semi-Naive Bayesian technique proposed in [68] to build a two class classifier. The idea is to

build the class conditional probabilities of binary feature and at run-time use these probabilities to

select a pattern with highest likelihood. We will first define the following notations:

fi : Binary feature (sign of intensity difference of two pixels).

ci : Class label
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Fj : A Fern defined to be a set of S binary features {fl, ..., fl+S}

M : Number of ferns

N = S ×M , where N is total number of features in the model.

Given a set of features f0, f1, ..., fN−1 the idea is to select class ci such that

ĉi = argmax
ci

P (C = ci|f0, f1, ..., fN−1) (B.2)

Bayes’ Formula yields

P (C = ci|f1, f2, ..., fN) =
P (f0, f1, ..., fN−1|Ck)P (Ck)

P (f0, f1, ..., fN−1)

Assuming a uniform prior P (C) and since the denominator is simply a scaling factor that is inde-

pendent from the class the problem reduces to finding

ĉi = argmax
ci

P (f0, f1, ..., fN−1|C = ci) (B.3)

The joint probability of EquationB.3 is not feasible since it would require estimating and storing 2N

entries for each class. One way to simplify the representation is to assume independence between

features.

P (f0, f1, ..., fN−1|C = ci) = ΠN−1
j P (fj |C = ci).

However, this completely ignores the correlation between features. To make the problem tractable

while accounting for these dependencies, a compromise is to partition the features into M groups of

size S = N
M
. These groups are defined as ferns and the joint probability for feature in each fern is

computed. The conditional probability becomes

P (f0, f1, ..., fN−1|C = ci) = ΠM−1
k P (Fk|C = ci).

where Fk = fk,0, fk,1, ..., fk,S−1, k = 0, ...M − 1. The parameters M and S could be used to tune the

performance and memory trade-off.
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B.3 Experiments

B.3.1 Database

The database consists of 8744 training and 9232 validation faces, taken from different face

database (BANCA [6], Essex, Feret [73], ORL, Stirling and Yale [8]). The face samples are aligned

with respect to eye coordinates. For non-face patterns we randomly select around 50000 patterns

from different images not containing any face. All the patterns are resized to q × q pixels, where

q = 19. For testing the performance of the classifier we have three different test sets. Test set 1

contains 2360 faces with frontal illumination taken fromXM2VTS database [62]. Test set 2 contains

1180 faces with side illumination (XM2VTS darkened). Test set 3 contains 580 faces from various

sources (web). For non-face test patterns we took MITCBCL 1 dataset and combined both training

and test non-face set to obtain 27000 patterns. Samples from these dataset are shown in Figure

B.1.

Figure B.1. Face and non-face samples form training, validation and test dataset.

1. MIT Center For Biological and Computation Learning, http://www.ai.mit.edu/projects/cbcl
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B.3.2 Training and testing

Face detection is a two class problem, therefore we have C = {0, 1}. From the training face and

non-face patterns, we select N features, N << 64890 (for q = 19 we have 64890 possible binary

features) using CMIM criteria as described in Section B.1. There are many ways in which the

N features can be grouped in size of S. The N features are split into M equal sets, each of size

S to form each fern Fj , Fj = fh+0, ..., fh+S−1, where h = j × S, j = 0, ...,M − 1. An example of

pixel pair locations of first two ferns (S = 9) obtained after selection using CMIM are shown in

Figure B.2. Once the selection is done, it becomes possible to build the class conditional probability

P (Fj |C = ci) for all ferns using the training patterns of face and non-face. To test if a pattern is a

face or a non-face we check the following condition:

ΠM
k P (Fk|C = 1)

ΠM
k P (Fk|C = 0)

> τ (B.4)

The value τ is found using the validation set for a given detection rate. The detection rate or true

positive rate (TPR) is defined as the percentage of faces that are correctly accepted in a particular

data set. False positive rate (FPR), also called false alarm rate is defined as the percentage of non-

face patterns accepted as face. Classification error rate is defined as the percentage of total number

of miss classification (face classified as non-face and non-face classified as face).

Figure B.2. Illustration of fern features overlapped on face image. (a) shows the pixel pair location for first fern, and (b)
shows pixel pair location for second fern. Both the ferns shown here have S = 9.
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B.3.3 Results for single stage classifier

To compare the performance of ferns and other features (MCT, haar-like feature, and LBP) we

plot the receiver operating characteristic (ROC) curves and look at the TPR and FPR on the test

dataset. MCT, LBP and haar-like features are trained using boosting techniques. To have a fair

comparison among different techniques we selected equivalent number of features in each case. For

our approach, we tried different values of S andM and selected S = 9 andM = 10, which performed

better (see Figure B.3). We have a total of 90 binary features for S = 9 and M = 10. Therefore, we

set all other techniques to have equivalent to 90 binary features: the number of features for MCT

is 10, 11 for LBP8,1, and 22 for LBP4,1. In the case of haar-like features it was difficult to decide

on the exact number of features due to different ways the features were computed. We decided to

take approximately 50 haar-like features based on computation cost between the binary features,

and 100 features to see roughly the performance when more features are added.

Figure B.3. Classification error rate vs. number of fern features (3,5,10,15, and 20) for S = 9

The performance between MCT, ferns, LBP8,1, LBP4,1, and haar-like features are shown in

Figures B.4, B.5, and B.6, and Table B.1. To obtain TPR and FPR in Tab. B.1, the decision threshold

for each classifier was obtained by setting the detection rate to 98% on the validation dataset.

From the ROC curves and the Table B.1, we see that haar-like features when compared to binary

features are not so robust to changes in illumination. The performance of ferns and MCT features

are comparable across different test data set.
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Table B.1. True and False positive rate for Test sets in %. The first column shows the feature type, column second, third
and fourth show the corresponding TPR for test set 1, test set 2, and test set 3 respectively, and finally the last column
shows FPR obtained on non-face test set.

Test set 1 Test set 2 Test set 3 FPR

MCT 98.22 96.78 95.69 12.25

ferns 99.53 99.15 96.9 16.9

LBP8,1 97.88 97.03 96.55 22.80

LBP4,1 99.32 95.76 95.34 20.12

haar 100 99.41 89.14 94.83 8.53

haar 50 99.58 86.65 93.28 21.01

Figure B.4. ROC curve on the XM2VTS (normal) database (Test set 1).

B.3.4 Cascade model architecture and results

Finally, we built a cascade of classifiers to reduce the false positive rate while maintaining a

high true positive rate. The hyper-parameters of the cascade were selected empirically. A 40 stage

cascade with a total of 800 fern feature (S = 9) was necessary to obtain a reasonable false positive

rate of 10−4 by keeping the detection rate at each stage to 99.91% on training data set. The same

face training and validation dataset as described in section B.3.1 were used, while non-face samples

were obtained by bootstrapping at each stage from a set of 1734 images containing no faces. We

look at the performance of the cascade model on cropped faces and also by scanning full images
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Figure B.5. ROC curve on the XM2VTS (darkened) database (Test set 2).

from the BANCA (English corpus) and the XM2VTS databases. We used sliding window approach

at different scales (pyramid scan) to detect faces from an image. The accuracy of localization on the

detection result is given by measuring the difference between the ground truth eye center location

with the estimated one [41]. The localization accuracy measure is given by

deye =
max(d(Cl, C

∗
l ), d(Cr , C

∗
r )

d(Cl, Cr)
(B.5)

where d(a, b) is the Euclidean distance between points a and b. Cl and Cr are the true left and right

eye centers, and C∗
l and C∗

r are the estimated left and right eye centers.

Table B.2. Detection rate for various test dataset in % (rejection rate = 98.4% on non-face test set). (Note we had only
cropped faces for Test set 3)

cropped faces localization result deye < 0.25 (full image scan)

Test set 1 99.06 94.9

Test set 2 98.13 85.0

Test set 3 92.07 NA

BANCA Controlled 91.1 77.9

BANCA Degraded 86.77 35.24

BANCA Adverse 95.3 86.97

The results of cascade detector are shown in Table B.2. As it can be seen from the table that,

for BANCA degraded, there is a degradation in performance when the detector is applied on full
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Figure B.6. ROC curve on the database collected from the web (Test set 3).

images. Some detection results are shown in Figure B.7.

In conclusion, though it is possible to build a cascade architecture using this approach for face

detection, the number of stages required in a cascade is quite large, when compared to building a

face classifier with boosted MCT features.

Figure B.7. Some examples of the face detection results on the XM2VTS and BANCA databases.
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Appendix C

Additional results on the FDDB

face database

We evaluate our approach on using interest point detector along with location estimation on the

FDDB face database (ref. Section 4.4.2) with a baseline profile face classifier CP (24) (ref. Section

4.3.6 for the classifier details). The scanning and merging parameters are kept the same as de-

scribed in Section 5.3.1, and 4.2.1, except for the parameter β (number of overlapping rectangles

for a valid detection) which is set to 4 to reduce the number of false positives.

The FDDB database is split into 10 sets and the average ROC curve is reported in Figure C.1. We

also compare with the other two detectors (Olaworks face detector and Li face detector (Intel)[52])

for which we obtained the ROC curve from the FDDB website 1. We can see from the figure that our

detector performs comparably well with respect to the other two detectors. Some detection results

are shown in Figure C.2. Red boxes on the image represents the ground-truth. Note the ground-

truth boxes in images 1 and 5, where the blurred faces are also annotated, which might be hard

to detect. Also, the amount of occlusion in image 8 is quite high for one of the face to be reliably

detected.

1. http://vis-www.cs.umass.edu/fddb/results.html
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Figure C.2. Some detection results on the FDDB face database. The red boxes represents the ground-truth face loca-
tion, the green boxes are the detected faces, and the blue boxes represents false detections.
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[13] Christian, W., Gyuri, D., André, S., and Bernt, S. (2008). Sliding-windows for rapid object

class localization: A parallel technique. In Proceedings of the 30th DAGM symposium on Pattern

Recognition, pages 71–81.

[14] Colmenarez, A. and Huang, T. (1997). Face detection with information-based maximum dis-

crimination. In IEEE Conference on Computer Vision and Pattern Recognition.

[15] Crow, F. C. (1984). Summed-area tables for texture mapping. In 11th Annual Conference on

Computer Graphics and Interactive Techniques, pages 207–212.

[16] Dalal, N. and Triggs, B. (2005). Histograms of oriented gradients for human detection. In

IEEE Conference on Computer Vision and Pattern Recognition, volume 1, pages 886–893.

[17] David, S. and Richard, F. (1996). Toward robust skin identification in video images. In Pro-

ceedings of the 2nd International Conference on Automatic Face and Gesture Recognition.

[18] Dollár, P., Belongie, S., and Perona, P. (2010). The fastest pedestrian detector in the west. In

British Machine Vision Conference.

[19] Extremal, M. S., Matas, J., Chum, O., Urban, M., and Pajdla, T. (2002). Robust wide baseline

stereo from. In British Machine Vision Conference, pages 384–393.

[20] Fanelli, G., Gall, J., and Gool, L. J. V. (2011). Real time head pose estimation with random re-

gression forests. In IEEE International Conference on Computer Vision and Pattern Recognition,

pages 617–624.



BIBLIOGRAPHY 143

[21] Fen, Z. and Marcel, S. (2011). Evaluation of face detection and recognition. Idiap-Com Idiap-

Internal-Com-01-2011, Idiap.

[22] Ferrari, V., Fevrier, L., Jurie, F., , and Schmid, C. (2008). Groups of adjacent contour segments

for object detection. IEEE Transactions on Pattern Analysis and Machine Intelligence, 30(1),

36–51.

[23] Fischler, M. and Elschlager, R. (1973). The representation and matching of pictorial structures.

IEEE Transactions on Computer, 22(1), 67–92.

[24] Fleuret, F. (2004). Fast binary feature selection with conditional mutual information. Journal

of Machine Learning Research, 5, 1531–1555.
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