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ABSTRACT

In this paper an attempt is made to automatically recognize
the speaker’s accent among regional Swiss French accents
from four different regions of Switzerland, i.e. Geneva (GE),
Martigny (MA), Neuchâtel (NE) and Nyon (NY). To achieve
this goal, we rely on a generative probabilistic framework for
classification based on Gaussian mixture modelling (GMM).
Two different GMM-based algorithms are investigated: (1)
the baseline technique of universal background modelling
(UBM) followed by maximum-a-posteriori (MAP) adap-
tation, and (2) total variability (i-vector) modelling. Both
systems perform well, with the i-vector-based system outper-
forming the baseline system, achieving a relative improve-
ment of 15.3% in the overall regional accent identification
accuracy.

Index Terms— Accent Identification, French Regional
Accents, GMM Modelling, i-vectors, SVM

1. INTRODUCTION

In verbal communication, the para-linguistic aspects of
speech convey information about gender, age, emotions,
emphasis, contrast and even the regional and social accents of
the speaker [1]. Humans over the years learn, to some extent,
to identify and interpret most of these aspects of speech. Over
the last decades a lot of effort has been made to automatically,
with the help of machines, identify this kind of information
from speech, such as emotion recognition [2], gender and age
recognition [3].

One of the para-linguistic aspects, embodied in speech,
is the accent/dialect information. In contrast to accent vari-
ations, dialect variations are characterized by differences
mainly in word selection and use of the grammar in a lan-
guage. However, accent variations are defined by diversi-
ties in pronunciation (phone sequence) and speaking style
(rhythm, variation in pitch) [4, 5]. Furthermore, accent varia-
tions can be divided in two subcategories: foreign accents and
regional accents. The former characterizes the variations in

speech uttered by non-native speakers speaking a foreign lan-
guage. In this case, the pronunciation of a word might vary a
lot depending on the native language of the speaker and level
of the foreign language proficiency of the speaker. The latter
case, regional accents, refers to the changes in pronunciation
but mainly in speaking style [5, 4, 6, 7] among native speak-
ers of a language, which makes it even harder to differentiate
them and identify the origin/region of the speaker.

Over the last years, a lot of research has been done in the
field of automatic foreign accent and dialect recognition [8, 9,
10, 11, 12, 13]. The main purpose for this, is to build robust
automatic speech recognition (ASR) systems which are not
influenced by the foreign accent of the speaker or are adapted
to the dialect of the speaker [14, 15]. On the other hand re-
gional accent identification (RAI) can help in personalizing
synthetic speech of a text-to-speech (TTS) system according
to a speaker of a specific regional accent. Consequently, RAI
can also be beneficial for personalizing a speech-to-speech
translation (S2ST) system for synthesizing the recognized and
translated speech from one language to a specific regional ac-
cent in another language [16]. To the extent of our knowl-
edge, no previous work has been done on the regional accent
identification task of French or Swiss French accents.

This paper is a preliminary work on attempting to au-
tomatically recognize the speaker’s accent among regional
Swiss French accents from four different regions of Switzer-
land, i.e. Geneva (GE), Martigny (MA), Neuchâtel (NE) and
Nyon (NY). Among these regional accents, the variations in
speech occur in both segmental and suprasegmental domains.
These differences are subtle and thus can not be considered as
phonological differences. For instance, some typical attested
variations lie with the realisation of the primary accent. In the
segmental side, some differences mainly concern the realisa-
tion of /o/, /R/ or some nasal vowels, but are very sporadic. In
other words, the variations are mainly focused on the speak-
ing style, i.e. different rhythm and pitch variations, rather than
on the pronunciation of the words [5, 4, 6], making the task of
regional accent identification even more difficult. The goal of
this work is to investigate if speaker identification techniques,



along with the acoustic features used in these approaches, can
help to distinguish regional accents in order to be used for
improving ASR and TTS systems. For achieving this goal,
we believe we can cast this task as a biometric identification
problem, relying on techniques which were first introduced
in speaker recognition and then successfully applied for sev-
eral audio processing problems (e.g. speaker diarization [17],
language identification [18]). In this paper, we implement a
generative probabilistic framework for classification based on
Gaussian mixture modelling (GMM). Two GMM-based algo-
rithms are investigated: (1) the baseline technique of univer-
sal background modelling (UBM) followed by maximum-a-
posteriori (MAP) adaptation [19] and (2) the total variability
(i-vectors) modelling [20].

The rest of the paper is organized as follows. Section 2
presents the related work in the field. In section 3, the
Swiss French speech database is described, along with a
human evaluation of the accent degree of the speakers of
the database. In section 4, the proposed GMM-based sys-
tem is presented. The experimental protocol and results are
described in section 5. Finally the conclusions are given in
section 6.

2. PRIOR WORK

In the last years, a lot of research has been done on the for-
eign accent identification (FAI) task [8, 10, 11, 21], following
mainly the techniques from the dialect/language identification
(DID/LID) task [12, 13, 22]. There are two main approaches
to tackle this problem: phonotactic and acoustic [22]. The
former technique is based on the accent-dependent variabili-
ties in the sequences in which the speech sounds occur, whilst
the latter, acoustic methods, exploit differences in the dis-
tributions of sounds in different accents [22]. In [8] hidden
Markov models (HMM) were used to identify 6 foreign ac-
cents of English. A parallel competing sub-nets topology was
used. Each sub-net was composed of an ergodic net of the
full set of HMM phone models trained on the corresponding
accent of English, selecting the sub-net with the highest like-
lihood. In contrast to acoustic-based systems, in [23] phone
labels and segmentation were used to constrain the acoustic
models. GMM-supervectors were extracted for each phone
type after obtaining phone hypotheses using a phone recog-
nizer. Finally an SVM classifier was trained to identify for-
eign accents of English.

Recently in [24] three utterance level modelling tech-
niques, i.e. Gaussian mean supervector (GMS), i-vectors
and Gaussian posterior probability supervector (GPPS), were
evaluated using three different classification algorithms, i.e.
support vector machine (SVM), naive bayesian classifier
(NBC) and sparse representation classifier (SRC), in the task
of foreign accent identification on English utterances spoken
by speakers having Russian, Hindi, American English, Thai,
Vietnamese and Cantonese as native languages. The main

conclusion drawn from this work was that i-vectors com-
bined with SVM and GPPS combined with SRC yield the
best results.

By contrast, the research done on the task of regional
accent identification (RAI) is very limited. In Hanani et
al. [11], Gaussian mixture model - universal background
model (GMM-UBM), GMM-SVM and GMM tokenization
combined with n-gram language model (LM) were used for
identifying 14 British English regional accents. The results
from the evaluation show that GMM-SVM achieved the high-
est identification accuracy score. In [25], in the same task,
using the same database as the previous work, i-vectors were
compared to GMM-SVM concluding that no advantage was
gained from the use of i-vectors.

To the extent of our knowledge no work has been done
on RAI in French or Swiss French regional accents. In [6],
a study was made on human accent identification and how
the background of the listeners affects their perception of the
accents of 6 Francophone regions, i.e. Normandy, Vendée,
Romand Switzerland, Languedoc and Basque Country. The
listeners from two different regions (Paris and Marseille)
achieved an average of approximately 43% of accuracy on
human regional accent identification, verifying the difficulty
of the RAI task in French accents.

3. SWISS FRENCH ACCENT DATABASE

The data used in this work is a part of the PFC database
[26]. They were processed for a previous study dealing with
prosodic variation in Swiss French [27]. For each of the 4
sites (regional accents), 4 female and 4 male speakers, born
and raised in the city in which they were recorded, were se-
lected. Based on ANOVA1 tests, the age of the speakers is
similar among the 4 groups of speakers (F (3, 32) = 0.308,
n.s.), between male and female speakers (F (1, 32) = 0.04,
n.s.) and between male and female speakers across the 4
groups (F (5, 32) = 0.32, n.s.).

The speakers were asked to read carefully a journalis-
tic text (22 sentences, 398 words) and additionally to speak
freely for 20-25 minutes in pairs. The entire reading text, and
3 minutes of monologue continuous speech for each speaker,
were orthographically transcribed and automatically with the
usual HMM technique used in forced alignment mode and im-
plemented within EasyAlign tool [28], a plugin of the Praat
software [29]. Alignments were manually checked and cor-
rected by inspecting waveforms and spectrograms. All in all,
the corpus is approximately 3 hours and 20 minutes long.
Both types of speech, i.e. reading and free style, were used
as unified speech for each speaker in our experimental setup.
In Table 1 more information concerning the database is pre-
sented.

Furthermore, an experiment was conducted online to rate

1http://en.wikipedia.org/wiki/Analysis_of_variance
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Table 1. DATABASE SUMMARY. Ranges and mean age, duration
of speech, total number of phones, syllables and tokens for each of
the 4 groups of speakers.

Accent Age Mean Dur. Total Total Total
Groups ranges Age (s.d.) (s.d.) Phones (s.d.) Sylls (s.d.) Tokens (s.d.)

GE 21-59 44.3 (17.9) 2946 (25.6) 23564 (129) 10386 (63) 7296 (82)
MA 22-79 48.8 (27.6) 2773 (31.2) 22421 (131) 9863 (57) 6845 (61)
NE 25-78 52.5 (24.1) 3289 (27.1) 22150 (135) 9679 (57) 6740 (58)
NY 30-70 46.2 (17.1) 3002 (27.1) 22243 (118) 9721 (44) 6799 (44)

Age: in years, Duration: in seconds

Table 2. ACCENTS’ DEGREE. Mean and standard deviation of
degree of accent (on a scale from 1 to 5) rated by 37 subjects.

Accent Groups Mean Accent Degree (s.d)

GE 2.57 (1.09)
MA 3.32 (0.97)
NE 3.37 (0.89)
NY 3.75 (0.86)

these 32 speakers with respect to their degree of regional ac-
cent. One sentence was chosen within the text and the corre-
sponding audio was extracted for the 32 speakers. Theses ex-
tracts were randomly presented, in a website2, to 37 subjects
who were asked to rate the degree of accent of each speaker
from No accent to Marked accent on a slider (with hidden
values from 1 to 5). The mean value and standard deviation
are shown by sites (accents) in Table 2. The degree of accent
is different for the 4 groups (F (3, 668) = 47.22, p < 0.001).
Post-hoc tests show significant difference between all groups
except for the MA-NE pair.

4. PROPOSED ACCENT IDENTIFICATION

In this section the features which were used in our models are
presented along with the two evaluated systems.

4.1. Acoustic features

Acoustic features are extracted at equally-spaced time in-
stants using a sliding window approach. First, a simple
energy-based voice activity detection (VAD) is performed
to discard the non-speech parts. Second, 19 MFCC and
log energy features together with their first- and second-
order derivatives are computed over 20 ms Hamming win-
dowed frames every 10 ms. Finally, cepstral mean and
variance normalization (CMVN) is applied on the result-
ing 60-dimensional feature vectors. Let O denote the set of
K acoustic feature vectors (O = {o1,o2, · · · ,oK}) that is
extracted from each utterance O.

2http://www.labguistic.com

4.2. Gaussian Mixture Modelling

We assume that acoustic feature vectors can be modelled by a
Gaussian mixture model (GMM), which is a parametric prob-
ability density function represented as a weighted sum of C
multivariate Gaussian components [30]:

p(o|Θgmm) =

C∑
c=1

ωcN (o;µc,Σc) , (1)

where Θgmm = {ωc,µc,Σc}c={1,...,C} are the weights, the
means and the covariances of the model. To meet our prob-
lem of regional accent recognition, each accent class (i ∈
{GE,MA,NE,NY}) is represented by a GMM Gi. The pa-
rameters Θgmm can be estimated from training data using ei-
ther (1) iterative expectation-maximization (EM) algorithm
or (2) maximum a posteriori (MAP) adaptation from a well-
trained prior model (known as universal background model).
The latter is used in our work since it is more effective when
the training suffers from the lack of data [19].

The universal background model Gubm is learned using
the EM algorithm that aims to maximize the likelihood esti-
mate of the parameters Θubm. The enrolment of each accent-
specific model Gi is done using MAP adaptation, where only
the means of the UBM are updated using the accent-specific
samples.

At the test phase, the goal is to compute the similarity
between the test utterance Ot and each of the four accent-
specific GMMs. This similarity is estimated using the log-
likelihood ratio (LLR):

L (Ot,Gi) =

Kt∑
k=1

[
ln
(
p
(
okt | Gi

))
− ln

(
p
(
okt | Gubm

))]
.

(2)
The higher the value of L (Ot,Gi), the greater is the proba-

bility that Ot is produced by a speaker who has the accent i.
Practically, a linear approximation [31] of Eq. 2 is used in our
experiments.

4.2.1. Total Variability Modelling

Recently Dehak et al. [20] have proposed the total variabil-
ity (TV) modelling technique, that achieved state-of-the-art
performance on the task of speaker recognition. This frame-
work is built on top of the GMM approach and relies on the
definition of a single subspace that contains both within-class
and channel variabilities. TV aims to extract low-dimensional
vectorswi,j , so-called i-vectors, which are assumed to follow
a normal distribution N (0, I). More formally, this approach
can be described in the GMM mean super-vector space by:

µi,j =m+ Twi,j , (3)

where T is the low-dimensional total variability subspace and
m is the mean super-vector of the UBM Gubm. m is obtained
by concatenating the means µc of all its components: m =[
µT

1 ,µ
T
c , · · · ,µT

C

]T
.

http://www.labguistic.com


Table 3. PERFORMANCE SUMMARY. This table reports the accu-
racy of the GMM and TV-SVM systems.

System GE MA NE NY Total Accuracy

GMM 23.7% 38.5% 19.6% 54.6% 33.4%
TV-SVM 35.1% 32.9% 25.7% 63.4% 38.5%

Furthermore, a set of preprocessing algorithms has been
proposed to map the i-vectors into a more adequate space such
as: (1) whitening that consists of normalizing the TV space
such that the covariance of the i-vectors is turned into iden-
tity matrix, (2) length-normalization that aims to reduce the
mismatch between training and testing i-vectors, (3) within-
class covariance normalization (WCCN) [20] that normalize
the within-class covariance matrix of training i-vectors. These
three preprocessing techniques are used in our experiments.

Since the task of accent identification is a closed set
problem, we applied a multi-class support vector machine
(SVM) [32] classifier on the preprocessed i-vectors. In our
preliminary experiments, we have found that the SVMs tech-
nique outperforms the simple cosine distance with more than
5% of absolute gain.

5. EXPERIMENTS

In this paper we are interested in validating two hypotheses.
Firstly, whether biometric identification approaches could be
used to tackle the regional accent identification task. Sec-
ondly, whether i-vectors, as a more discriminative representa-
tion of the feature space, could outperform the baseline GMM
technique.

The experimental evaluation is conducted on the PFC
dataset using a cross-validation technique: out of the eight
speakers of a specific regional accent, seven of them are
selected for the training, and the remaining one is used for
the testing. This selection is done iteratively until all the
possible combinations (84 = 4096 folds) are tested with the
GMM and TV-SVM systems. GMMs are composed of 128
Gaussian components (no significant gain was shown with
higher dimensionality), and the TV subspace has a rank of
100. The two systems were developed using Spear3 [33], an
open-source toolbox based on Bob [34].

In Table 3, the accuracy of the two systems is shown along
with the total accuracy of each system. As can be seen, the
TV-SVM system outperforms the GMM-based system in the
3 out of 4 accents. A relative improvement of 15.3% in the
overall accent identification accuracy was achieved by TV-
SVM over the GMM-based system. More precisely, the high-
est improvement can be seen in the GE accent where a 48.1%
relative improvement was achieved. For the NE and NY ac-
cents, the TV-SVM system outperforms the GMM-based one

3https://pypi.python.org/pypi/bob.spear/1.1.2

GE MA NE NY
GE 21 26 17 24
MA 20 33 22 11
NE 19 7 17 18
NY 15 7 13 42

(a) GMM

GE MA NE NY
GE 31 17 21 19
MA 21 28 26 10
NE 22 4 22 19
NY 11 4 13 48

(b) TV-SVM

Fig. 1. AVERAGE CONFUSION MATRIX. This figure illustrates the
average confusion matrix among the four accents for both GMM and
TV-SVM systems in terms of coutns.
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Fig. 2. ACCURACY IN TERMS OF NUMBER OF SYLLABLES. This
figure shows the accuracy rates of the TV-SVM system with the av-
erage and the best fold, evaluating utterances with equal or bigger
number of syllables than a threshold.

by a relative improvement of 31.1% and 16.1% respectively.
By contrast, in the case of the MA accent, the TV-SVM sys-
tem cannot improve the accuracy over the GMM-based one,
showing a 14.5% relative decrease in the performance. These
results are confirmed by a Wilcoxon signed rank test [35]
which was performed for each of the four regional accents
and for the overall accuracy. The test showed that in all cases
the difference in accuracy between the two systems is statis-
tical significant at the 5% significance level.

In Fig. 1 the two average confusion matrices are shown re-
spectively for the two systems. In the case of the GMM-based
system, it can be seen that the GE accent is mainly confused
with NY and MA accents and the NE accent is confused in
a high degree with GE and NY accents. These confusions
are clearly overcome by the TV-SVM system as can be seen
in the Fig. 1(b). For the NY accent which has a high accent
degree (see Table 2), both systems managed to achieve very
high identification rates. On the other hand, in the case of
the GE accent, which has the lowest accent degree, only the
TV-SVM system manages to perform well.

Fig. 2 shows the accuracy of the TV-SVM system for the
best and average folds in respect to the size of the test ut-
terances. In this figure, the accuracy in respect to the num-
ber of syllables can be seen for the cases of evaluating on
utterances with equal or more syllables than: one (all test
utterances of each fold, approximately 310 utterances), five
(approximately 280 utterances), ten (approximately 210 utter-
ances) and twenty (approximately 80 utterances). It is clearly
shown that as the number of the syllables increases i.e. not us-
ing utterances with less syllables than a threshold, the accent
identification accuracy improves. This can be contributed to

https://pypi.python.org/pypi/bob.spear/1.1.2


the fact that the small utterances do not convey enough accent
information so as to be correctly identified by the system.

The experimental results confirmed our two hypotheses
showing that biometric identification approaches can be used
to cast the RAI task and furthermore, total variability mod-
elling outperforms the baseline GMM technique.

6. CONCLUSIONS AND DISCUSSION

The objective of this paper was to automatically recognize
the speaker’s accent among 4 regional Swiss French accents
by using biometric identification techniques. To achieve
this task, two different modelling techniques were investi-
gated, the GMM baseline technique and the TV-SVM mod-
elling. The results have validated our first hypothesis of
using speaker identification techniques in the task of regional
accent identification. It was shown that the TV-SVM sys-
tem outperform the GMM baseline confirming our second
hypothesis that i-vectors could create a more discriminative
feature space and achieve a higher performance. The results
were statistical significant according to Wilcoxon test. Fur-
thermore, the accuracy of the TV-SVM system was gradually
increasing when utterances with more syllables were used for
the evaluation.

As noted in the introduction, this is a preliminary work on
Swiss French regional accent identification, that the authors
are interested in further developing. In the future we intent
to deal with the problem of the lack of data by incorporating
additional speakers to the database as soon as they are avail-
able in PFC project. Additionally, a more in depth analysis
of the differences among the regional accents, concerning the
phonetic and mainly prosodic characteristics of speech, will
be conducted. In this way, we can identify and focus more
on these differences, taking advantage of them for identifying
the different regional accents. Furthermore, more appropri-
ate features like shifted delta coefficients and prosody-specific
ones could be used for this task, along with prosody-specific
techniques, investigating their importance in respect to the
acoustic-based ones used in this paper. Finally, the acoustic-
based TV-SVM framework which was used in this work could
be combined with more prosody-specific techniques in order
to take advantage of the benefits of both of these approaches.
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