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Abstract

This paper presents our submission for the
shared task on isometric neural machine
translation in International Conference on
Spoken Language Translation (IWSLT).
There are numerous state-of-art models
for translation problems. However, these
models lack any length constraint to produce
short or long outputs from the source text.
In this paper, we propose a hierarchical
approach to generate isometric translation on
MUST-C dataset, we achieve a BERTscore
of 0.85, a length ratio of 1.087, a BLEU
score of 42.3, and a length range of 51.03%.
On the blind dataset provided by the task
organizers, we obtain a BERTscore of 0.80,
a length ratio of 1.10 and a length range of
47.5%. We have made our code public here
https://github.com/aakash0017/
Machine-Translation-ISWLT.

1 Introduction

The ability to reach a worldwide audience is a criti-
cal aspect of audio-visual content localization. This
automation necessitates source language speech
translation and seamless integration of target lan-
guage speech with the original visual information.
The uniqueness of this task is to generate length-
controlled outputs. A significant application of iso-
metric translation is in automatic dubbing, where
the most crucial part is to sync the length of trans-
lated subtitles with the audio of the source lan-
guage. These types of translations give a holistic
experience to the user while reading the translated
sentences. This paper will explain our hierarchical
architecture for generating such isometric outputs.

Initially, we experimented with a verbosity-
controlled multi-task model. We used two prompt

types: (i) task prompt and (ii) length prompt. The
task prompt decides what task the model should
perform. For example, an empty prompt means
that the model will receive English inputs and gen-
erate translated French outputs, whereas "para"
prompt means that the model will receive french
input and generate paraphrased French sentences.
Para prompt always accompanies a length prompt
that ensures that the paraphrased output is of the
desired length. To illustrate, if the initial translated
output of the model falls short of the source text, we
will append the prompt: "para long." This prompt
will help the model paraphrase this generated out-
put to an optimal length. We experimented with
various combinations of this translate-paraphrasing
approach. Finally, our two best architectures con-
sist of two/three separately trained models for trans-
lation and paraphrasing. We have used Helsinki
OPUS-MT and Google’s MT5 for machine trans-
lation & paraphrasing, respectively, while Google
translation API for short-length sentences. We use
MUST-C v1.2 FR and PAWS-X EN-FR datasets to
train these models.

2 Shared Task Overview

This task entails creating translations that are simi-
lar in length to the source. The shared task’s out-
come can help with the following issues: auto stan-
dardized dubbing to achieve coupling between the
source and target speech, improved subtitling to fit
the translated content into a specified video frame,
layout constrained translation to control the gener-
ated text to fit in the document tables or database
fields, and more general simultaneous speech trans-
lation for ease of reading or listening. Participants
in the shared task can create text-to-text MT sys-
tems for languages such as German (De), French
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(Fr), and Spanish (Es) using either the MUST-C or
WMT datasets.

3 Background

Our approach towards controlling the output length
of translated sequences is based on the recent ad-
vancement in the transformer architecture (16) to-
wards multi-task training.

3.1 Transformer

With the advent of transfer learning techniques
in NLP through transformer-based models like
T5 (11) have become more unified & can con-
vert all text-based language problems into text-
to-text formats. Trained on Datasets like C4,
these models have achieved state-of-the-art perfor-
mances for text generation tasks like summariza-
tion, question-answering & machine translation,
to be precise. At its core, these models constitute
a sequence-to-sequence architecture that can pro-
cess sequences using only attention & feed-forward
networks—partitioned into Block of Encoders and
Decoder, each of which comprises multi-headed
attention.

3.2 Few shot learning

As described in Brown et al. (2), fine-tuning a
model for machine translation using a pre-trained
model has been the most common approach in re-
cent years, which involves updating the weights
of a pre-trained model by training on a supervised
dataset specific to the desired task. Typically thou-
sands to hundreds of thousands of labeled examples
are used. The main disadvantages are the need for
a new giant dataset for every task, the potential
for poor generalization out-of-distribution, and the
potential to exploit spurious features of the training
data, potentially resulting in an unfair comparison
with human performance. However, on the con-
trary, few-shot learning refers to the setting where
the model is given a few demonstrations of the task
at inference time. This works by giving K exam-
ples of context and completion, and then one final
example of context, with the model expected to
provide the completion.

4 System Overview

In this section, we will explain our architecture in
detail. As mentioned in the above sections, we
implement a hierarchical architecture consisting
of 3 separate modules. Our model is a complex

fusion of two distinct functionalities, resulting in
a differentiated pipeline that adds to improved per-
formance for text generation tasks. The entirety of
the model is fragmented into neural machine trans-
lation and a text paraphrasing system. While the
former converts text from the source (En) to target
(Fr) language, the latter, which is trained indepen-
dently of the NMT model, assists in deforming the
generated text into a more useful form specific to
the task. Additionally, we are also using Google’s
translation API for short-length sentences.

4.1 Translation Module
This module uses the state-of-the-art transformer-
based neural machine translation model Helsinki
OPUS-MT (15). The model is pre-trained using
the MarianMT framework (5), a stable production-
ready NMT toolbox with efficient training and de-
coding capabilities, and is trained on freely avail-
able parallel corpora collected in the large bitext
repository OPUS (14). The pre-trained version
of the OPUS-MT model has six self-attentive lay-
ers in both the encoder and decoder networks and
eight attention heads in each layer. We use ver-
bosity control during fine-tuning. While training,
we use three prompts: "long," "short," and "nor-
mal." These prompts are defined by the Length-
Ratio (LR) between the source and target texts.
These prompts are appended to the input text, thus,
allowing the model to recognize and differentiate
key attributes governed by the Length Compliance
(LC) matrix. The exact range of the ideal LR ratio
is mentioned in the equation 1.

f (x) =


short; LR < 0:95
normal; 0:95 � LR � 1:10
long; LR > 1:10

(1)

f
0
(x) =

{
para long; LR < 0:95
para short; LR > 1:10

(2)
We experimented the OPUS-MT model on two

different datasets: WMT (1) and MUST-C (4). Af-
ter experimentation, we decided to use MUST-C
as it gave the most optimal results. OPUS-MT
model, however, does not have any length-control
mechanism. To fine-tune the model for isomet-
ric translation, we use the previously mentioned




