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Abstract

Automatic Minuting consists of automati-
cally creating minutes from multiparty meet-
ing transcripts. In this paper, we solve two rel-
evant problems of this domain (1) given a pair
of meeting transcript and minute, the task is
to identify whether the minutes belongs to the
transcript. (2) given a pair of minutes, the task
is to identify whether the two minutes belong
to the same or different meetings. These chal-
lenging problems are important as we want to
uncover how minutes created by two differ-
ent persons for the same meeting may differ
in content and coverage. The proposed sys-
tem leverage off-the-shelf semantic similarity
techniques which provides with a score of sim-
ilarity indicating a measure of how close the
two text are to each other in meaning. In per-
formance analysis, we broadly formulate three
categories with the best performers in each
(1) in lexical summarization DOC2VEC (2)
in machine learning (3) in deep transformer
architectures. We evaluate each of our pro-
posed approaches on the basis of Accuracy.
For lexical summarization, Doc2Vec achieves
90% and 51% accuracy, in machine learning,
random forest achieves 91% and 85% accu-
racy and in deep learning, STSB-BERT-Large
achieves 94% and 81% accuracy in transcript-
minutes and minutes-minutes respectively.

1 Introduction

Due to differences in the style of minuting there
are two important challenges,(i) identify if the
minutes and the transcript are from the same meet-
ing. (ii) identify if two minutes are from the same
meeting (which are taken by different note takers).
In this paper, we focus to solve this novel problem
and see to what extent this decision can be carried
out automatically. The novelty of our research is to

examine the subjectivity associated with the minut-
ing exercise. Minuting is a challenging task [1],
and even more difficult is identify meetings simi-
larity on similar topics with (1) similarity of dis-
cussed content and anchor points like named enti-
ties e.g. in recurring meetings of the same project
on the one hand, and the differences in the style of
minuting on the other hand. (2) some minutes do
not capture the central points in the meeting be-
cause the external scribes did not understand the
context correctly and created minutes which miss
significant issues discussed in the meeting or are
simply too short.

2 Background

Semantic Similarity is a Natural Language Pro-
cessing (NLP) task that consists of measuring the
similarity between two texts in a quantitative man-
ner. Measuring semantic similarity between two
texts serves an important role in various NLP
tasks such as information retrieval, text summa-
rization, text classification, essay evaluation, ma-
chine translation, and question answering [2]. One
of the major challenges in the semantic similar-
ity problem is the complex nature of semantics,
for instance the words car and gasoline are defi-
nitely more closely related than the words car and
bike, but the latter pair is more similar than the for-
mer. Some of the earliest methods used to solve
the semantic similarity problem involved embed-
ding words using systems of taxonomy that paired
similar words together in trees, such as the Word-
Net taxonomy. The major issue in this approach
was that it relied on the assumption that links in
the taxonomy represented similar distances which
was not always the case.



3 Related Work

There are various different methods to measure se-
mantic similarity. These include deep learning ap-
proaches, machine learning approaches and stan-
dard algorithmic approaches. [2] provides a sur-
vey of various different methods to semantic sim-
ilarity along with datasets and semantic distance
measures. Within machine learning approaches
regression is a popular technique to measure se-
mantic similarity regression is a predictive mod-
elling technique that is used to obtain the relation
between the target and the input features. [3] com-
pares various different regression models on the
SemEval dataset. They found Boosting to have the
best performance when compared to methods such
as Bagging, Multi Linear, RPart, Random Forest,
and SVM algorithms. [4] proposed using pair-
wise word interactions in order to find the context
based correlation as neural based approaches seem
to have difficulty in finding word level similarity.
The model performance was texted using news ar-
ticles, headlines and other such datasets and the
model was found to perform very well compared
to standard neural networks.

[5] proposed an improved version of the Bi-
LSTM model based on the Siamese network ar-
chitecture. The model was trained on a QA dataset
consisting of 100,000 question pairs, 10 fold cross
validation was used as a loss metric and the model
was found to perform significantly better than
other models achieving an accuracy of 84.87%.
[6] implemented SVM with CNN and Siamese
Recurrent architecture for RNN on a QA dataset.
They found the CNN with SVM doesn’t correctly
assess if the statement has some image and RNN
has a Vanishing Gradient problem. [7] also pro-
posed 7 different variants of the RNN architecture
using the SICK dataset and the STS2017 dataset.
The best performance was achieved by a model
that contains a single GRU cell.

Embeddings based neural networks are also
widely used to the task of semantic similarity.[8]
compares various embeddings based models
trained on 1.7 million articles from the PubMed
Open Access dataset. These models were tested
on a biomedical benchmark (BIOSSES) set that
contains 100-sentence pairs. They found Para-
graph Vector Distributed Memory algorithm to
outperform all other models achieving a correla-
tion of 0.819. [9] compared a CNN model with
six other models and used the LIME algorithm to

identify the keywords and improve model perfor-
mance. The other approaches based on deep learn-
ing methods [10, 11, 12, 13, 14, 15, 16, 17, 18, 18,
19, 20, 21, 22, 23, 24, 25, 26] proposed by various
researchers improve semantic similarity for differ-
ent applications.

4 Methods

We perform an empirical comparison using off-
the-shelf methods of semantic similarity to down-
stream novel task of determining whether min-
utes belong to a meeting and whether two sets
of minutes belong to a meeting. We formulate
two broad categories, namely (1) lexical similarity
techniques (2) machine learning based similarity
techniques (3) deep transformer architectures.

The lexical similarity methods compares word
lengths and character-wise similarity by embed-
ding the contents of the input texts into vectors and
then determining the semantic distance between
those vectors. In our work we use,

• Bag-Of-Words (BoW) [27] was one of the
first methods to embed data for text classi-
fication ever developed. It converts a doc-
ument into a set of words keeping the fre-
quency of each word as a feature in the set.
This frequency is used as the embedding for
the term.

• Doc2Vec is an implementation of paragraph
embedding that was initially proposed in
[28]. paragraph embedding uses a log-
probability function to obtain the probability
of each word in the input text and then uses a
function such as softmax to classify the word
into a vector. Doc2Vec uses hierarchial soft-
max to embed the input text.

• Named Entity Similarity [29] is a method
that extracts the named entities in a document
(real world objects) and embeds them based
on the type of entity they correspond to, for
instances Apple is an organization while U.K.
is a Geopolitical Entity.

• Keyword Similarity Words that seem impor-
tant or representative of the text are extracted
as keywords using the BM25 Ranking Func-
tion proposed in [30] to extract the impor-
tance of a word. The sets of keywords ex-
tracted are then compared to determine simi-
larity.



• Cosine Similarity measures the similarity be-
tween two vectors via inner product. It is
measured by the cosine of the angle between
two vectors and determines whether two text
article/documents are pointing in roughly the
same direction. For computing the similarity
between the text documents we considered
using the cosine similarity pairwise metric by
sklearn.

similarity = cos(θ) =
A ·B

∥A∥∥B∥
(1)

• Summarized Keyword Similarity, entire texts
are summarized using the BM25 Rank-
ing Function to extract important sentences.
Keywords are then extracted using the same
method to get summarized keywords for
each. These summarized keywords are com-
pared to determine similarity.

• Summarization based Named Entity Similar-
ity, entire texts are summarized using the
BM25 Ranking Function to extract important
sentences. Named entities are then extracted
and embeded based on the entity they corre-
spond to. These embeddings are compared to
determine similarity.

• SequenceMatcher is a class that is available
under the difflib Python package1. Main ob-
jective behind SequenceMatcher is to find the
longest contiguous matching sub-sequence
LCS with no ”irrelevant” elements. Irrel-
evant are the characters that we don’t want
the algorithm to match, like blank lines in or-
dinary text files, etc. This metric does not
yield minimal edit sequences, but does tend
to yield matches that logically seems appro-
priate.

• Jaccard Similarity, measure the similarity of
two meeting minutes in terms of their con-
text, i.e. how many common words there are
compared to the total number of words. Here
J is the Jaccard distance calculated via the
distinct word present in set A and B.

J(A,B) =
|A ∩B|
|A ∪B|

(2)

These methods pose challenge, to capture the
syntactic and semantic meaning of the words in a

1https://docs.python.org/3/library/difflib.html

text and therefore cannot effectively measure se-
mantic similarity. For instance, ”I have a weak
disposition” and ”I often get sick” have the same
meaning but due to a lack of similar words would
not measure a high semantic similarity using these
methods. Additionally, synonyms and ambiguous
words (have multiple meanings in different con-
texts).

In machine learning, we implement Support
Vector Machine (SVM) and the Random Forest
Classifier.

please add about SVM and random forest
Deep transformer architectures, embed text into

vectors to measure semantic similarity. These
models are trained on massive corpora of words
and take syntactic meaning as well as context into
account when embedding sentences. This allows
them to make relatively accurate measures of se-
mantic similarity when compared to traditional ap-
proaches.

In our work, we use,

• Universal Sentence Encoder is a sentence en-
coder that was developed by researchers at
google in [31]. The encoder was trained
on unsupervised data collected from various
sources including Wikipedia, various web
news and discussion forums. The unsuper-
vised data was augmented with training on
supervised data from the Stanford Natural
Language Inference (SNLI) corpus [32].

• BERT (Bidirectional Encoder Representa-
tions from Transformers) is a bidirectional
transformer model proposed in [33]. BERT
was trained using a combination of masked
language modeling objective and next sen-
tence prediction (NSP) on a large corpus
comprising the Toronto Book Corpus and
Wikipedia. In our work, we experiment with
BERT namely stsb-bert-large 2, stsb-bert-
base 3, nli-bert-large 4, nli-bert-large-max-
pooling 5, nli-bert-large-cls-pooling 6, nli-

2https://huggingface.co/
sentence-transformers/stsb-bert-large

3https://huggingface.co/
sentence-transformers/stsb-bert-base

4https://huggingface.co/
sentence-transformers/nli-bert-large

5https://huggingface.
co/sentence-transformers/
nli-bert-large-max-pooling

6https://huggingface.
co/sentence-transformers/
nli-bert-large-cls-pooling

https://huggingface.co/sentence-transformers/stsb-bert-large
https://huggingface.co/sentence-transformers/stsb-bert-large
https://huggingface.co/sentence-transformers/stsb-bert-base
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https://huggingface.co/sentence-transformers/nli-bert-large
https://huggingface.co/sentence-transformers/nli-bert-large
https://huggingface.co/sentence-transformers/nli-bert-large-max-pooling
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https://huggingface.co/sentence-transformers/nli-bert-large-max-pooling
https://huggingface.co/sentence-transformers/nli-bert-large-cls-pooling
https://huggingface.co/sentence-transformers/nli-bert-large-cls-pooling
https://huggingface.co/sentence-transformers/nli-bert-large-cls-pooling


bert-base-max-pooling 7,nli-bert-base 8, nli-
bert-base-cls-pooling 9

• RoBERTa (Robustly optimized BERT ap-
proach) [34] uses the same architecture as
BERT but modifies the pre-training step.
Specifically, RoBERTa is trained with dy-
namic masking, FULL-SENTENCES with-
out NSP loss, large mini-batches and a
larger byte-level BPE. We experiment with
stsb-roberta-large10, stsb-roberta-base11, nli-
roberta-large12, nli-roberta-base13.

• DistilBERT (Distilled BERT) [35] is a fast
and light variant of BERT. It is trained
40% less parameters than BERT, runs
60% faster while preserving over 95% of
BERT’s performances as measured on the
GLUE language understanding benchmark.
We use stsb-distilbert-base14, paraphrase-
distilroberta-base-v115, nli-distilbert-base16,
nli-distilbert-base-max-pooling17.

• XLM (cross-lingual Language Model) [36] is
a transformer based model that is trained on
Next Token Prediction (causal language mod-
eling (CLM) objective), masked language
modeling (MLM) objective and a Transla-
tion Language Modeling (TLM) object.In our
work, we use paraphrase-xlm-r-multilingual-

7https://huggingface.
co/sentence-transformers/
nli-bert-base-max-pooling

8https://huggingface.co/
sentence-transformers/nli-bert-base

9https://huggingface.
co/sentence-transformers/
nli-bert-base-cls-pooling

10https://huggingface.co/
sentence-transformers/stsb-roberta-large

11https://huggingface.co/
sentence-transformers/stsb-roberta-base

12https://huggingface.co/
sentence-transformers/nli-roberta-large

13https://huggingface.co/
sentence-transformers/nli-roberta-base

14https://huggingface.
co/sentence-transformers/
stsb-distilbert-base

15https://huggingface.
co/sentence-transformers/
paraphrase-distilroberta-base-v1

16https://huggingface.
co/sentence-transformers/
nli-distilbert-base

17https://huggingface.
co/sentence-transformers/
nli-distilbert-base-max-pooling

v1 model18.

5 Experimental Setup

In this section, we describe our experimental
setup for the empirical comparison of off-the-shelf
methods for our novel down-streaming task. We
describe dataset in Section 5.1 and hyperparame-
ter in Section 5.2.

5.1 Dataset Details
The dataset for determining whether minutes be-
long to a meeting, consists of pairs of transcripts
and minutes that are labelled either True or False
depending on whether they were derived from the
same conversation or not, i.e. True implies the
minutes match the transcript and vice versa. The
other problem, consists of pairs of minutes that
are labelled True of False depending on whether
they belong to the same meeting or not. We have
used the English and Czech datasets for both tasks.
Both these datasets are strongly imbalanced with
only around 15% of the pairs belonging to the True
class in each case.

5.2 Hyperparameters
We use similar hyperparameters of all the trans-
former models, with sequence length of 128, word
embedding dimension as 1024, drop out rate of
0.1, hidden size of 1024, initializer range as 0.02,
intermediate size of 4096, layer norm 1e-05 epis-
silon value, and max position embeddings of 514.
There are a few more parameters such as pool-
ing type that are different for different models.
Some use max pooling while others use mean or
CLS pooling. These hyperparameters were picked
to tune the models to improve performance. The
models were trained on their respective datasets
using these hyperparameters

To perform this classification, the similarity val-
ues are produced on the embedding produced by a
pre-trained model, and then a threshold is used to
achieve the binary classification. The pretrained
model used is ”bert-base-nli-mean-tokens” pro-
vided by hugging face. In this model, BERT-
base has been used, which creates the dense vec-
tors containing 768 values. These 768 values con-
tain our numerical representation of a single token
— which we can use as contextual word embed-
ding. Some other hyperparameters for this model

18https://huggingface.
co/sentence-transformers/
paraphrase-xlm-r-multilingual-v1
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include the non-linear activation function (func-
tion or string) in the encoder and pooler as ’gelu’,
the number of attention heads for each attention
layer in the transformer encoder as 12 and the stan-
dard deviation of the truncated-normal-initializer
for initializing all weight matrices as 0.02. After
this model produces the embeddings, cosine sim-
ilarity (measured similarity between two feature
vectors by capturing the document’s orientation
and not the magnitude, unlike the Euclidean dis-
tance) is measured, and the final similarity values
are produced. Many threshold values are checked
to minimize the mismatching of actual binary clas-
sifications and the generated binary classifications.
The final threshold value is chosen by 0.65.

A pretrained model was used to obtain the
sentence embedding. Then a similarity metric
was used to get the similarity values, and fi-
nally, a threshold value was obtained to get the
final binary classification. The pretrained model
used is ”paraphrase-distilroberta-base-v1’, which
is a ’DistilBERT-base-uncased’model fine-tuned
on a large dataset of paraphrase sentences. This
RoBERTa-based sentence representation model
has been trained to produce meaningful sentence
embedding for similarity assessment and retrieval
tasks. It uses a vector length of 768 for the sen-
tence embeddings. Some other hyperparameters
for this model include the non-linear activation
function (function or string) in the encoder and
pooler as ’gelu’, the number of attention heads
for each attention layer in the transformer encoder
as 12 and the standard deviation of the truncated-
normal-initializer for initializing all weight matri-
ces as 0.02. After this model produces the embed-
dings, cosine similarity is measured, and the final
similarity values are produced. Many threshold
values are checked to minimize the mismatching
of actual binary classifications and the generated
binary classifications. The final threshold value is
chosen by 0.65. The final scores yield an accuracy
of 79.8%.

6 Results and Analysis

All the above listed models were tested on the Au-
tomin Dataset Minutes-Transcript and Minutes-
Minutes using cosine distance as a measure of se-
mantic distance. The testing was carried out on
an Nvidia K80 with 2496 CUDA cores operating
at 4.1 TFLOPS with 12 GB of primary memory
and a hyper-threaded Intel Xeon processor with 2

cores operating at 2.3 GHz. The compute times of
each approach can be found in Figure 1.

In our results, we perform quantative evalua-
tion using accuracy and we also vouch for qual-
itative analysis. The results of the tests on lexi-
cal analysis methods can be found in Table 1. It
can be observed that Keyword similarity had by
far the best performance with Summarization Key-
word Similarity being a close second. Summariza-
tion based Named Entity Similarity had the best
performance on minutes-transcript but performed
poorly on minutes-minutes, this disparity can be
attributed to the nature of the datasets. The re-
sults of the tests performed on the machine learn-
ing algorithms can be found in Table 3. The results
of the tests on Transformer Based Deep Learning
models can be found in Figure 2. In Figure 1 we
can observe the computational times for the differ-
ent deep learning models. Snippets of the datasets
for true positive, true negative, false negative and
false positive results from the stsb-bert-base model
can be found in Figure 3, Figure 4, Figure 5 and
Figure 6 respectively.
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Figure 1: m1: stsb-roberta-large, m2: stsb-roberta-
base, m3: stsb-bert-large, m4: stsb-distilbert-base,
m5: stsb-bert-base, m6: paraphrase-xlm-rmultilingual-
v1, m7: paraphrasedistilrobertabase-v1, m8: nli-bert-
large, m9: nli-distilbert-base, m10: nli-roberta-base,
m11: nli-bert-large-maxpooling, m12: nli-bert-large-
clspooling, m13: nli-distilbert-basemax-pooling, m14:
nli-roberta-base, m15: nli-bert-base, m16: nli-bert-
base-cls-pooling.

7 Conclusion

Based on the observations drawn from the tests
performed, we can conclude that Transformer



Table 1: This table shows the results of all the lexical similarity methods for semantic similarity

Approach Accuracy (Task B) Accuracy (Task C)
DOC2VEC 0.9089577851 0.51258137
Named Entity Similarity 0.04519868388 0.05636713945
Keyword Similarity 0.7957055804 0.68533914
Summarization Keyword Similarity 0.523513454 0.4626331746
Summarization based Named Entity Similarity 0.02417613166 0.7510776139
Feature Engineering (Bag of Words) 0.21272047 0.01208951125
Universal Sentence Encoder 0.2644637739 0.4936408219
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Figure 2: The first row contains the evaluation score of english language, while the bottom two graphs contain eval-
uation scores of czech m1: stsb-roberta-large, m2: stsb-roberta-base, m3: stsb-bert-large, m4: stsb-distilbert-base,
m5: stsb-bert-base, m6: paraphrase-xlm-rmultilingual-v1, m7: paraphrasedistilrobertabase-v1, m8: nli-bert-large,
m9: nli-distilbert-base, m10: nli-roberta-base, m11: nli-bert-large-maxpooling, m12: nli-bert-large-clspooling,
m13: nli-distilbert-basemax-pooling, m14: nli-roberta-base, m15: nli-bert-base, m16: nli-bert-base-cls-pooling.

based models perform far better than lexical anal-
ysis methods. It can be observed that mod-
els based on RoBERTa, particularly roberta-large
have the best performance on both minutes-

transcript and minutes-minutes on the English
datasets while the distilroberta-base model trained
on the paraphrase dataset had the best performance
on transcript-minutes and minutes-minutes on the



Classifier Acc Pre Rec F1

Task B
Random-
Forest

0.91 0.71 0.62 0.66

SVM 0.88 0.65 0.40 0.49

Task C
Random-
Forest

0.85 0.42 0.61 0.5

SVM 0.77 0.26 0.53 0.35

Table 2: Describes the various machine learning clas-
sification approaches

Dataset True tag False tag Total
Task B 115 731 846
Task C 74 660 734

Table 3: Class-wise distribution of Data.

Czech dataset. Models based on BERT and mod-
els trained on NLI in general performed poorly on
both tasks in both languages. For lexical sum-
marization, Doc2Vec achieves 90% and 51% for
respectively. In machine learning, random for-
est achieves 91% and 85% and in deep learn-
ing STSB-BERT-Large outperforms all other with
94% and 81%
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(A) Meeting transcript segment:
(PERSON1) Yeah, that’s, exactly. Ok. So Monday seminar setting.
Screensharing. Yeah, yeah, so exactly. So the demo input, I think every-
body I’m going through to do list. And I think that the set of the languages
it should be all we have at the moment. But the main question is which
should be the input language and in the call they [ORGANIZATION2]
said the German would be ok for them. So I think we should be ready for
for German source.
(PERSON9) Ok, nice.
(PERSON1) And like double check with them but ¡unintelligible¿ if they
if they now realize that German is a bad idea then that’s now a problem
and we switch to English as the source.
(PERSON9) Ok. I’m going to adds this one. German as input and English
as back up. Ok. Well, and translate it in all the available languages are we
sure?
(PERSON1) Yeah, I would say so. Why not?It’s, what would, what could
be the problem?
(PERSON9) I don’t know. Do we have a tested the machine translation,
well the speech language translation starting from German to so all the
other possible languages?
(PERSON1) So it goes via English of course. And what we have tested
several times is from Czech into English and then from English into the
other languages. So we have not tested-
(PERSON9) Ok.
(PERSON1) With German source, I agree. But I kind of trust the Ger-
man to English [ORGANIZATION2] model. And I the the English to
everything is the best that we have all the time. Like it’s-
(PERSON9) Ok, ok.
(B) Meeting minutes Date: 2020/05/04
Attendees: [PERSON1], [PERSON9], [PERSON2]
Purpose of meeting: Demo preparations.
Summary of meeting:
[PERSON9], [PERSON1]
- choose [ORGANIZATION2] and [ORGANIZATION5] persons.
- From [ORGANIZATION2] is chosen [PERSON8], from [ORGANIZA-
TION5] [PERSON8].
[PERSON9], [PERSON1]
- discuss demo input.
- German as input and English as back up.
- There are prepared some Youtube videos that are already consecutevely
translated into Czech.

Cosine Distance 0.83442569631

Figure 3: An example of one of the sets in Task B
where the minutes and transcript belong to the same
meeting.
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ural Language Processing (RANLP 2019), pages
1004–1011, 2019.

[8] Kathrin Blagec, Hong Xu, Asan Agibetov, and
Matthias Samwald. Neural sentence embedding
models for semantic similarity estimation in the
biomedical domain. BMC bioinformatics, 20(1):1–
10, 2019.

[9] Tao Zheng, Yimei Gao, Fei Wang, Chenhao Fan,
Xingzhi Fu, Mei Li, Ya Zhang, Shaodian Zhang,
and Handong Ma. Detection of medical text se-
mantic similarity based on convolutional neural net-



(A) Meeting transcript segment:
(PERSON31) Mmm hm.
H- How bad eh, mistake was that with the deadline of ¡laugh¿ manual
annotation for [PROJECT1]?
I think -
(PERSON31) Ehm -
Yeh, you aren´t really asking the right person here.I don´t know in in a
sense that - After the annotations done, somebody got to analyze them.
And that person is hopefully (producer??) not me, so -
(PERSON9) Yeah. ¡laugh¿
(PERSON31) ¡laugh¿
Ehm -
And then somebody´s gonna try them up again.
That´s hopefully not me.
And that really needs to be done on time for the conference.
I think last time we had like the day before the conference.
(PERSON9) Yes, yes -
(PERSON31) So we don´t want to be any later than that.
(PERSON28) But the term - ¡parallelspeech >
(PERSON9) But the conference is - ¡parallelspech >
(PERSON28) is on Saturday this Saturday.
(PERSON9) Yeah eh, and the conference is in November right?
(PERSON31) Yeah, eh in- eighteenth or so -
(PERSON9) Eighteenth, yes .
(PERSON31) So it´s is probably still time that we get the annotations
done for the twentieth.
I mean we´re just just so late this year for -
(PERSON9) For everything.
So, so well, actually -
(PERSON31) ¡parallelspeech >
(B) Meeting minutes [PROJECT1] internal Meeting
Date: 7. 9. 2020:
Attendance: [PERSON4], [PERSON13], [PERSON2],[PERSON11],
[PERSON6]- Paraphrasing on
Quest:
– We should move it to “weaker” GPU (requested by PROJECT4)
– Can we do it before the end of the [PROJECT4] experiment? (“on the
fly”)
- [PROJECT3]:
– in contact with [ORGANIZATION2], they provide us with their multi-
lingual data
- [PROJECT4]:
– [PERSON12] is leaving the project!
– [ORGANIZATION4]has System Demonstration track - do we want to
participate?
- [PROJECT2]:
– people from [ORGANIZATION6] (name, contact???) are also working
on the decoding
constraints (or factored translation?)
- [PERSON4] getting details from [PERSON7]
Cosine Distance 0.247577452

Figure 4: An example of one of the sets in Task B
where the minutes and transcript do not belong to the
same task.

work. BMC medical informatics and decision mak-
ing, 19(1):1–11, 2019.

[10] Richard Socher, Andrej Karpathy, Quoc V Le,
Christopher D Manning, and Andrew Y Ng.
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bukh. Unal-nlp: Combining soft cardinality features
for semantic textual similarity, relatedness and en-
tailment. In In Proceedings of SemEval 2014: In-
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seer, 2014.
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In SemEval@ COLING, pages 329–334, 2014.
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(A) Meeting transcript segment:
(PERSON2) So [PERSON5] is probably already there right?
That was [PERSON7], right.
So [PERSON17] would [PERSON5] join would you know?
(PERSON15) Yes yes, he he ¡unintelligible¿ minutes.
(PERSON2) Okay.
In the minutes okay.
And you are listening, you can hear us right?
Okay, so [PERSON12] can h- is listening to to the Zoom call.
But he doesnt have the microphone
Because that was causing the loop yesterday.
So its only me who has a microphone.
So [PERSON7], v-.
How much time do you need? [PERSON7] is not here.
So [PERSON7] is also trying to set up what what he posted yesterday.
So that while watching the videos, a participants who do not speak Czech
should be clicking to buttons, like how well they like the current subtitles,
and it would be timestamped.
And we can then align it and see like where the problems it is going to be
approximate because the sync of the video.
Is not perfect, as you know, but it still, will probably be useful to to iden-
tify the the to give us some measure of the overall usability of of that.
So a please look up in your emails, because [PERSON7] sent it this morn-
ing.
The [ORGANIZATION2] document and please sign up yourself if you
can to the subtitle rating uh, documents, so.
Whoever is available.
Please write your name here that is what I ’m going to highlight.
(B) Meeting minutes Test session 20200515-1000 – instead of the real
demo
• Credentials:
o [URL]
o Meeting ID: [NUMBER], Password: [PASSWORD]
• Meeting is already started, the room is available until 13.00.
• ([PERSON2] will need to leave at 12.00 at the latest)
• ([PERSON12] is available only on [ORGANIZATION3], his zoom is
meant only for subtitling the zoom discussion)
• Agenda:
o Summary of worker instances involved ([PERSON12], just a recap,
pasting aggtable here, highlighting it)
•
• Computer names need to be shown, too, so that we can check them for
load.
o [PERSON2] giving dry run of the slides.
o Czech subtitling of both Czech sample videos.
• 3min [URL]
• 15 min from this: [URL]
o Possibly English subtitling with our segmenter for English videos and
our zoom discussion.
o Czech subtitling of zoom discussion ([PERSON2] and any other Czech
colleague present)
o [PERSON2] giving dry run of the closing slides.
Cosine Distance 0.3254856236

Figure 5: An example of one of the sets in Task B
where the minutes and transcript do belong to the same
meeting but the model was not able to label it correctly.
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ence on empirical methods in natural language pro-
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(A) Meeting transcript segment:
[ORGANIZATION2].
And that’s the leadership of work packages.
Because as [ORGANIZATION7] are like not- not a standalone, not- not
a full partner here, uh, they cannot lead the work package, uh, on data.
Uh, so, uh, I thought that, uh, uh, it- it would be the- good that one of the
research partners, uh, does this.
And, uh, we are responsible for the multilingual MT and management and
for- uh, now for minuting as well.
Uh, uh, so, uh, like we have data and minuting kind of available, uh, for
[ORGANIZATION2], uh, or [ORGANIZATION11], or we can do it, uh,
uh, s- as well, but, uh-
yeah, so, uh, yeah, this is-
I don’t know if [ORGANIZATION11] has any opinion on this?
(PERSON14) So, uh, I think it would make more sense if, uh, [ORGANI-
ZATION9] keeps the minuting part because you also, uh
(PERSON19) Okay.
(PERSON14) you- you’ve- meaning the, um, getting at the concept- you
have the most involvement there.
(PERSON19) Yeah ¡unintelligible¿
(PERSON14) And I think, uh, it’s okay, to have the data work package.
Either us or [ORGANIZATION2] ¡unintelligible¿ [ORGANIZATION2]
what they- what their position is.
(PERSON11) Yeah
(PERSON19) Yeah, so I’ve talked to-
yeah, [PERSON3], [PERSON3], s- please, say this- say that.
(PERSON11) So yeah, I mean, uh, ¡unintelligible¿ of course you wrote
most of it, so we can also keep the minuting, otherwise since K- uh, [OR-
GANIZATION11] has more on- on data, I would have suggested that
[ORGANIZATION11] does data and we do minuting, but I’m fine with
anything else too.
(B) Meeting minutes Meeting 16. 11. 2020:
• Attendance:
– [PERSON21], [PERSON3], [PERSON22], [PERSON23], [PER-
SON26]
- Paraphrasing
– Deadline for student - February
– Prepare the data (provided by [PERSON16]) by the end of the month
– [PERSON23] will try translating them by the TF model
– [PERSON26] will train parent in [PROJECT1]NMT
– Questions
i. ([PERSON26]) I got model description from [PERSON16]. Still wait-
ing for training reproduction scripts for easy training setup.
ii. We also need to evaluate the performance loss cause by compression
iii. Can we distill paraphrasing directly? By training direct paraphrasing
(student) model without pivoting?
- [PROJECT5]
– [PERSON23] is processing the segments provided by [ORGANIZA-
TION7]
– waiting for [ORGANIZATION7] ([PERSON18])
– trying to submit paper to [ORGANIZATION1]
- [PROJECT2] (data augmentation)
– aiming for a workshop rather than [ORGANIZATION1]
- [PROJECT6]
– [PERSON22] is training an already constrained model
— comparing it with constrained decoding on inflected languages
– Next step is focus on constraining in inflected languages
- Implementation
Cosine Distance 0.77585155236

Figure 6: An example of one of the sets in Task B
where the minutes and transcript do not belong to the
same meeting but the model was not able to label it
correctly.
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