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Abstract In this chapter, we describe the participation of our research team in the
eRisk addressing the two editions of the early anorexia detection task. We used two
domain-independent approaches to address this task. The first approach is based
on a temporal-aware document representation, whereas the second one consists of
a simple, interpretable, and novel text classification model specially designed for
addressing early risk detection scenarios. Regarding the obtained results, in the first
edition, we achieved the best ERDE5 value among all participant models using the
first approach, whereas with the second one, the best precision (0.91). Besides, using
the latter approach, in the second edition, we were able to achieve the best values for
both ERDE5 and ERDE50, and also promising results in terms of the ranking-based
metrics, obtaining the best values, consistently, across all four rankings.
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1 Introduction

The term “mental health problem” comprises a broad spectrum of disorders that
can be grouped into different categories, being “eating disorders” one of them [22].
Anorexia and bulimia are the most common eating disorders in childhood and ado-
lescence years [7]. Both are characterized by an overvaluation of the weight and
body shape such that even when people are underweight they try to avoid weight
gain [8]. Anorexia is a severe psychiatric disorder with the highest mortality of all
mental disorders [9] but can be worse in people facing a particular situation such as
a pandemic. A recent survey showed that due to the COVID-19 pandemic, 62% of
people in the U.S. with anorexia experienced a worsening of symptoms [20].

It is becoming increasingly common for people suffering from this kind of mental
disease to share their own experience on social media, for instance, to seek sup-
port and containment. On the other hand, the increased use of social media and the
advancement of computational technologies allow the extraction of valuable infor-
mation to early prevent risky situations. In particular, early risk detection (ERD) on
social media has become an important research area that is gaining increasing popu-
larity [12–15] due to the potential impact it could have in people’s lives—since early
detection systems could help at-risk people to get the care and social support they
need on time, before it is too late. This fostered the creation of the eRisk lab, hosted
annually at the CLEF congress since 2017 [13], in which research teams from all
over the globe can participate by creating different models to address specific ERD
tasks.

Our team, UNSL, has participated in four of the five editions of the eRisk lab
held to date. Throughout the different editions, we have participated using mainly
two simple approaches, one based on a temporal document representation, called
FTVT [6], and the other, on a novel text classifier that was specially designed for
ERD scenarios, called SS3 [2]. Using these two approaches our team has obtained
consistently competitive results in the different tasks proposed at each eRisk edition.
For instance, among all participating teams, we achieve the best ERDE50 value in
the eRisk 2017’s early depression detection task [5], the best ERDE5 and precision
in both early depression and anorexia detection tasks of the eRisk 2018 [6], the best
ERDE5 and ERDE50, and the best overall ranking-based performance in both early
anorexia and self-harm detection tasks of the eRisk 2019, and the best Flatency , F1

and precision in the eRisk 2019’s early self-harm detection task [3], and finally, the
second-best ERDE5 and Flatency in the eRisk 2020’s early self-harm detection task.
Besides, using the SS3 classifier, we later obtained and published the best ERDE5

and ERDE50 reported values for the eRisk 2017 early depression detection task [2,
4] and the early depression and anorexia detection tasks of the eRisk 2018 [4].

This chapter describes how we addressed the early anorexia detection task. It is
organized as follows: Sect. 2 introduces our two main approaches mentioned above,
respectively, the FTVT representation and the SS3 classifier. Then, Sect. 3 describes
in detail our participation in the two editions of this task, where details are given
about how our models were implemented, trained, fine-tuned, and finally evaluated,
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as well as presenting and analyzing the obtained results. Finally, Sect. 4 summarizes
the main conclusions and suggests possible future work.

2 Approaches

As with the other eRisk tasks, we used two different approaches to address the early
anorexia detection task, one based on a document representation called FTVT, and
the other, on a text classifier called SS3. Both FTVT and SS3, are introduced and
described, respectively, in the following two sections.

2.1 Flexible Temporal Variation of Terms (FTVT)

As we described in the paper published on CLEF’s eRisk 2018 track [6], the Flexible
Temporal Variation of Terms (FTVT) is an improvement of the temporal variation of
terms (TVT) document representation that we developed for the eRisk 2017 depres-
sion detection task [5]. The TVT representation is based on the concise semantic
analysis (CSA) technique proposed by Li et al. [10]. CSA is a semantic analysis
technique that interprets words in a space C of concepts that are close (or equal) to
the category labels. For instance, if documents in the dataset are labeled with k dif-
ferent category labels, documents will be represented in a k-dimensional space. That
space size is usually much smaller than standard BoW[23] representations which
directly depend on the vocabulary size (usually much larger than the number of cat-
egories). CSA has been used in common text categorization tasks [10] and has been
adapted to work in author profiling tasks under the name of Second-Order Attributes
(SOA) [11].

More precisely, the TVT representation assumes we are dealing with chunk-
based early risk detection scenarios as the ones originally proposed by Losada et
al. [12]—and later used in the first two editions of the eRisk lab [13, 14]. That is, it
assumes a corpus of documents written by p different individuals ({I1, . . . , Ip}).
For each individual Ii (i ∈ {1, . . . , p}), the complete chronological sequence of
his/her di documents (DIi ,1, DIi ,2, . . . , DIi ,di ) is split into n different “chunks”,
CIi ,1,CIi ,2, . . . ,CIi ,n—therefore, CIi ,1 contains the first 100/h% of the documents
of the individual Ii , chunk CIi ,2 contains the second 100/h%, and so on. Then, mod-
els have to process those p individuals as p different sequences of n chunks andmake
a binary decision (as early as possible) on whether or not each individual might be
a positive case of risk. Note that, as shown in Fig. 1a, using a standard CSA repre-
sentation under this scenario will represent each individual Ii as a vector of only two
concepts—since the decision is binary, there are only two category labels, positive
(risk case) and negative (non-risk case). Instead, the TVT representation uses the
additional temporal information available under this scenario to obtain an improved
concept space. The underlying idea is that the variations of the terms (e.g. words)
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Fig. 1 Comparison of representations for early risk detection tasks: a Concise Semantic Analysis
(CSA); b Temporal Variation of Terms (TVT) with k = 4

used in different sequential (temporal) stages can provide relevant information to the
classification model. As a consequence, this representation enriches the documents
of the minority at-risk class by including information of documents read in the first
k chunks, as new CSA concepts in the original concept space. More precisely, in
symbols, let Ĉ j be the subset of the dataset containing only the first j chunks of each
individual, Ĉ+

j and Ĉ
−
j a partition of Ĉ j in which Ĉ

+
j only contains the positive at-risk

individuals and Ĉ−
j the negative ones, then TVT uses the subsets Ĉ+

1 , Ĉ+
2 , . . . , Ĉ+

k as

well as Ĉ+
n (i.e. the complete positive dataset) as different concepts for the positive

class and Ĉ−
n (i.e. the complete negative dataset) for the negative class—as illustrated

in Fig. 1b. Note that TVT not only enriches the original time-unaware representation
with temporal information but also allows to address the unbalance of the minority
class by augmenting it with this extra information. Preliminary results showed the
potential of this representation, in comparison to CSA and BoW representations,
to deal with ERD problems under this type of scenario [5]. Thus, when working
with chunk-based early classification scenarios, as in the first two editions of the
eRisk [13, 14], TVT naturally copes with both the sequential characteristics of ERD
problems and also helps to deal with the class imbalance problem.

Finally, when we originally proposed this representation [5], the base CSA repre-
sentation of the minority class was augmented by adding 4 extra dimensions. How-
ever, we then observed and empirically verified that, as expected, by varying this
number, different performance was achieved depending on the specific o used for
the ERDEo measure to evaluate the results. Therefore, FTVT, the variant of TVT
used in the present work, is simply a “flexible version” of the original TVT in which
the user can specify the number k of chunks to be used to create the representation of
the minority at-risk class. This number allows maximizing the model’s performance
according to the urgency level required for the specific ERD task (which is deter-
mined by the ERDE’s threshold o). However, beyond this small distinction, TVT
and FTVT are conceptually the same approaches.
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2.2 SS3 Text Classifier

The SS3 text classifier is a novel classification model that we originally proposed in
Burdisso et al. [2]. This model was specially designed and created with the goal of
addressing early risk detection problems as naturally and integrally as possible. To
achieve this, first, we noticed that these types of problems are especially challenging
for conventional models because tackling them, as a whole, involves at least three
key aspects: sequence classification, early classification, and also, given the sensitive
nature of the problem, model transparency and interpretability. Then, we identified
three key capabilities our model should have to tackle each of those three key aspects,
respectively: being able to work incrementally, provide support for early decision-
making mechanisms, and having the ability to visually explain the reasons behind
their predictions. Finally, the SS3 text classifier was the result of our attempt to
create a simple model that was able to integrate those three capabilities as a whole,
naturally, by design. The following two sections briefly describe the model’s training
and the classification process, respectively.

2.2.1 Training

The SS3’s training process is trivial since it only consists of building, for each given
category, a dictionary to store word frequencies using all training documents of the
given category. This simple training process allows the model to support online
learning since when new training documents are available, instead of training again
from scratch, the model only needs to update the dictionaries using the content of
the new documents, making the training incremental.

Using the word frequencies stored in the dictionaries, the model computes a value
for each word using a function, called gv,1 to value words in relation to categories.
This gv function can be computed “on demand” during classification or computed
(and cached) as part of the training process. It takes a word w and a category c and
returns a number, in the interval [0, 1], representing the degree of confidence with
which w is believed to “be important” to c. Besides, since interpretability needs to
be defined in a domain-specific way [18], we first defined what constituted inter-
pretability by considering how people could explain to each other the reasoning
processes behind a typical text classification tasks,2 and then this gv function was
designed to value words by trying to mimic that behavior –i.e. having gv to value
words “the way people would intuitively do it”. For instance, suppose categories are

1 The name gv stands for “global value”.
2 As it turns out, for text classification, people would normally direct our attention only to certain
“keywords” (filtering out all the rest) and explain why these words were important in their reasoning
process.
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C = { f ood,music, health, sports}, then, after training, SS3 would learn to assign
values like:

gv(‘sushi’, f ood) = 0.85; gv(‘the’, f ood) = 0;
gv(‘sushi’,music) = 0.09; gv(‘the’,music) = 0;
gv(‘sushi’, health) = 0.65; gv(‘the’, health) = 0;
gv(‘sushi’, sports) = 0.02; gv(‘the’, sports) = 0;

To achieve this, the actual computation of gv is carried out by the product of three
functions, lv, sg, and sn, respectively. In symbols:

gv(w, c) = lvσ (w, c) · sgλ(w, c) · snρ(w, c) (1)

The intuition captured by these functions can be briefly summarized as follows:

• lvσ (w, c) values a word based on the local frequency of w within c. As part of
this process, the word distribution curve can be smoothed by a factor controlled
by the hyperparameter σ .

• sgλ(w, c) captures the importance ofw in relation to c. It is a sigmoid function that
returns a value close to 1 when lv(w, c) is “significantly greater” than lv(w, ci ),
for most of the other categories ci ; and a value close to 0 when, for all ci , lv(w, ci )
values are close to each other. The λ hyperparameter controls the “significantly
greater” part, i.e. it allows to control how far lv(w, c)must deviate from themedian
of all lv(w, ci ) to be considered significant.

• snρ(w, c) decreases the final value in relation to the number of categories w is
significant to. That is, the more categories ci for which sgλ(w, ci ) ≈ 1, the smaller
the snρ(w, c) value. The ρ hyperparameter controls how severe this sanction is.

As it is described in more detail by Burdisso et al. [2], the actual equation for each
function was deduced by trying to capture a particular aspect/intuition involved in
having gv assign a final value that, as mentioned above, matched our interpretability
criteria. These equations are, respectively, the following3:

lvσ (w, c) =
(

t fw,c

max{t fc}
)σ

(2)

where t fw,c denotes the frequency of w in c,max{t fc} the maximum frequency seen
in c;

sgλ(w, c) = 1

2
tanh

(
4

(
lv(w, c) − L̃Vw

)
λ · MADw

− 2

)
+ 1

2
(3)

where LVw = {lv(w, ci )|ci ∈ C}, L̃Vw denotes the median of LV , MADw =
median(|lv(w, ci ) − L̃Vw|) i.e. the Median Absolute Deviation of LVw;

3 Readers interested in knowing how these equations were determined are invited to read Sect. 3 of
the original paper [2].
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sanρ(w, c) =
⎛
⎝ |C | −

(
Ĉwc + 1

)

(|C | − 1)
(
Ĉwc + 1

)
⎞
⎠

ρ

(4)

where |C | denotes the total number of categories and Ĉwc the accumulated “signifi-
cance” of w across all the categories except c, in symbols:

Ĉwc =
∑

ci∈C−{c}
sigλ(w, ci )

2.2.2 Classification

Before describing the overall classification process, we will introduce a vectorial
version of the gv function since the classification process makes use of it. Namely,
we will simply define −→gv as −→gv(w) = 〈gv(w, c0), gv(w, c1), . . . , gv(w, ck)〉 where
ci ∈ C and C is the set of all given categories. That is, −→gv takes a word and outputs
a vector in which each component is the word’s gv for each category ci . Thus, for
instance, given the previous example, we would have:−→gv(‘sushi’) = 〈0.85, 0.09, 0.65, 0.02〉;−→gv(‘the’) = 〈0, 0, 0, 0〉;

These vectors are called “confidence vectors” and, therefore, in the above example
〈0.85, 0.09, 0.65, 0.02〉 is the confidence vector of the word “sushi” and 〈0, 0, 0, 0〉
the confidence vector of “the”.

As illustrated with an example in Fig. 2, the classification process can be thought
of as a 2-phase process. In the first phase, the input is split into multiple blocks (e.g.,
paragraphs), then each block is in turn repeatedly divided into smaller units (e.g., sen-
tences, words). Thus, the previously “flat” document is transformed into a hierarchy
of blocks. In the second phase, the −→gv function is applied to each word to obtain the
“level 0” confidence vectors, which then are reduced to “level 1” confidence vectors
by means of a level 0 summary operator, ⊕0.4 This reduction process is recursively
propagated up to higher-level blocks, using higher-level summary operators, ⊕ j ,
until a single confidence vector, −→u , is generated for the whole input. Finally, the
actual classification is performed based on the values of this single confidence vec-
tor, −→u , using some policy—for example, selecting the category with the highest
confidence value.

This process allows themodel to possess the three desired capabilities: (a) keeping
track of how the final vector−→u changes over time allows themodel to provide support
for early decision-making mechanisms, i.e. it allows deriving simple and clear rules
to decidewhen the system should stop andmake an early classification; (b) themodel
can visually explain the reasons behind the classification by painting, hierarchically,
the different parts of the input in proportion to the values of the different confidence

4 Any function f : 2Rn �→ R
n could be used as a summary operator. In this example, vector

addition was used for ⊕1 but not for ⊕0 to highlight this fact.
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Fig. 2 Classification process for a hypothetical example document “Apple was developed with a
Web Browser that didn’t support cookies. The company decided to remove it from market”. In the
first stage, this document is split into two sentences (for instance, by using the dot as a delimiter)
and then each sentence is split into single words. In the second stage, global values are computed
for every word to generate the first set of confidence vectors. Then, all these word vectors are
reduced by the ⊕0 operator to sentence vectors, 〈0.1, 3.45, 0.1, 0.05〉 and 〈0.05, 0.2, 1.9, 0.1〉 for
the first and second sentence respectively. After that, these two sentence vectors are reduced by
another operator (⊕1, which in this case is the addition operator) to a single confidence vector for
the entire document, 〈0.15, 3.65, 2.0, 0.15〉. Finally, a policy is applied to this vector to make the
classification—which in this example was to select technology, the category with the highest value,
and also business because its value was “close enough” to technology’s

vectors in the hierarchy5; (c) finally, this process also allows the model to work
incrementally, so long as the summary operator for the highest level can be computed
incrementally. For instance, suppose that later, a new sentence is appended to the
example shown in Fig. 2. Since ⊕1 is the vector addition, instead of processing
the whole document again, the already computed vector, 〈0.15, 3.65, 2.0, 0.15〉, is
simply updated by adding the new sentence confidence vector to it.

5 A live demo is provided at http://tworld.io/ss3where the interested readers can try out the model
online. Along with the classification result, the demo provides an interactive visual explanation as
the one suggested here. We believe explanations like these are vital when models’ predictions could
affect people’s lives since it allows human experts to inspect the reasons behind the classifications
and validate them [Las accessed date: April 2021].

http://tworld.io/ss3
http://tworld.io/ss3
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3 Participation and Results

In this section, we show the details of our participation addressing the eRisk’s early
detection of anorexia tasks. We first describe the experimental settings, then we
present the results obtained after the evaluation stage. Our team participated in the
two editions of this task, eRisk 2018 [6] and 2019 [3]. Since the evaluation was
performed differently in the two editions,6 this section is organized in two main
subsections, one for each one.

3.1 Early Detection of Anorexia—2018 Edition

The 2018 edition had the participation of 9 different research teams and a total of
34 models were submitted. As described in more detail in our eRisk paper [6], we
participated with five models, three of them made use of the FTVT representation
(referred as to UNSLA, UNSLB, and UNSLC) and the other two (UNSLD and
UNSLE), used the SS3 classifier.

The three models using the FTVT representation used the same early classifica-
tion policy which was based on the probability p assigned by the classifiers. More
precisely, as soon as the probability exceeded some given threshold θ (i.e. p ≥ θ ),
the subject was classified as positive (at risk). Since we also participated in the early
depression detection task of this eRisk edition, to obtain more confident statistics,
we used only the depression training set for setting the parameters of our models
because it was the largest. Thus, in order to find the best values for this threshold
θ , as well as the other parameters, we performed a stratified 5-fold cross-validation
on the depression training set and then we carried out two grid searches, one min-
imizing the ERDE5 measure, and the other the ERDE50. In addition to optimizing
the probability threshold θ , the grid search also evaluated different values for the
FTVT’s n parameter (number of chunks used to enrich the representation of the pos-
itive class), as well as different classification models. Namely, we considered values
ranging from 0 to 5 for the n parameter, the values 0.6, 0.7, 0.8 and 0.9 for the
threshold θ , and different classification models such as Logistic Regression (LR),
Support Vector Machine (SVM), and Naive Bayes (NB)—these models were coded
in Python 2.7 using the implementation provided by the Scikit-learn package with
the default parameters. Finally, from the results obtained after the grid searches we
selected the following 3 models for participating:

• UNSLA: an SVM classifier using the FTVT representation with n = 0 and a prob-
ability threshold θ = 0.8. This model was selected because it obtained the best
ERDE5 of 13.58 compared to the second-best model which achieved 13.68. Note

6 For instance, in the first edition [13] the release of the evaluation data was chunk-by-chunk
whereas, in the second edition [14], user content was released post by post. Additionally, a new set
of evaluation metrics was used.
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that, from Sect. 2.1, this n = 0 means that no enrichment of the positive class
is performed in the FTVT representation, and thus, the actual representation is
identical to the standard CSA representation.

• UNSLB: a Logistic Regression classifier using the FTVT representationwith n = 2
and a probability threshold θ = 0.6. This model was selected because it obtained
the best balance between ERDE5 and ERDE50.

• UNSLC: an SVM classifier using the FTVT representation with n = 4 and a prob-
ability threshold θ = 0.7. This model was selected because it obtained the best
ERDE50.

As mentioned at the beginning of this section, the remaining 2 models, UNSLD
and UNSLE, did not use the FTVT representation and instead used the SS3 classifier.
In particular, these twomodels used a version of the SS3 classifier in which the vector
addition was used as the summary operator, ⊕ j , for all the hierarchy levels and,
as a consequence, the classification process was simplified to the following word
summation: −→u =

∑
w∈S

−→gv(w) (5)

where S is the subject’s writing history. Note that, in this particular task, −→u is
a vector with two components, one for the positive at-risk class (anorexic) and
the other for the negative one. The early classification policy used to classify a
subject as at-risk was performed by analyzing how −→u changed over time (i.e. over
“chunks”).More precisely, subjects were classified as positive when the accumulated
positive confidence value exceeded the negative one, as shown in Fig. 3. Regarding
the hyperparameter values, they weremanually selected using a subset of the training
set as a validation set, from which we obtained the following 2 model configurations
for participating:

• UNSLD: SS3 classifier with σ = 0.5, ρ = 1 and λ = 3.
• UNSLE: SS3 classifier with the same hyperparameter configuration as UNSLD
but with λ = 7.

Since a word’s value has to be 7 (λ = 7) times greater than the median to be
considered by UNSLE, we expected this model to yield a higher precision than
UNSLD with the risk of having a lower recall. Similarly, by having λ = 3, UNSLD
wasmeant to consider awider range ofwords as being “important”, thus, we expected
this model to have a higher recall compared to UNSLE.

Finally, we trained our 5 models using the entire training set available for this
task and proceeded to the evaluation stage in which they were evaluated along with
all the other 29 participant models. The results obtained by our 5 models, after the
evaluation stage, are shown in Table 1. As we can see, UNSLB obtained the best
ERDE5 (11.40%) and UNSLD the best precision (0.91) value among all participant
models. It is worth mentioning, again, that the parameters for the models using the
FTVT representation were not specially selected for the anorexia task but for the
depression task and yet, they obtained good results, especially UNSLB and UNSLC.
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Fig. 3 Subject 9579’s confidence vector −→u variation over time (chunks). This plot shows how the
positive and negative values stored in −→u changed as more chunks were processed for this subject.
For instance, only after processing the 3rd chunk, the positive confidence started to grow, probably
because this subject was talking about topics not related to anorexia up until that point. Finally, after
the 5th chunk, the positive confidence outweighed the negative one and the subject is classified as
“anorexic”

Table 1 Results obtained by our five models on the eRisk 2018 early anorexia detection task. For
comparison, the models that obtained the best results for the other 7 participating teams are also
included

Model ERDE5 (%) ERDE50 (%) R P F1

UNSLA 12.48 12.00 0.10 0.57 0.17

UNSLB 11.40 7.82 0.51 0.75 0.61

UNSLC 11.61 7.82 0.51 0.75 0.61

UNSLD 12.93 9.85 0.71 0.91 0.79

UNSLE 12.93 10.13 0.63 0.90 0.74

FHDO-
BCSGD

12.15 5.96 0.88 0.75 0.81

FHDO-
BCSGE

11.98 6.61 0.83 0.87 0.85

PEIMEXB 12.41 7.79 0.73 0.57 0.64

RKMVERIA 12.17 8.63 0.56 0.82 0.67

LIIRB 13.05 10.33 0.73 0.79 0.76

LIIRA 12.78 10.47 0.63 0.81 0.71

TBSA 13.65 11.14 0.76 0.60 0.67

UPFA 13.18 11.34 0.71 0.74 0.72

UPFD 12.93 12.30 0.46 0.86 0.60

TUA1C 13.53 12.57 0.32 0.42 0.36

LIRMMB 14.45 12.62 0.71 0.41 0.52

LIRMMA 13.65 13.04 0.56 0.52 0.54
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UNSLA did not obtain competitive results and its performancewas the lowest among
all participating models. This suggests that, in fact, the “temporal enrichment” per-
formed by the FTVT representation does have a considerable positive impact on the
classifier performance.7

Regarding the two models using the SS3 classifier, as we expected, UNSLE
obtained a recall lower than UNSLD’s since it considers fewer words as being
important—only words whose values are 7 times greater than the median. However,
against our expectation, UNSLE’s precision was also lower than UNSLD’s—we
were expecting a higher precision given that words were more strictly selected. This
suggests that λ = 3 represents a good balance between recall and precision, and that
increasing its value further, i.e. being more strict at selecting words, only yields a
lower recall. Among our 5 models, both SS3 models achieved a better performance
than the 3 FTVT models in terms of the standard (timeless) measures but were con-
siderably less efficient in terms of the ERDEmeasures. However, we later discovered
that we could have also obtained a better performance in terms of the ERDEmeasures
with the SS3 classifier if we had used the same hyperparameter configuration as the
one used in the chunk-based experimental scenario for the early depression detection
task in the SS3’s original paper [2]. More precisely, as we published later [4], an SS3
classifier with λ = ρ = 1 and σ = 0.45 would have outperformed all three FTVT-
based models by achieving a better performance in term of standard measures (0.71,
0.77 and 0.66 for F1, precision and recall, respectively) as well as in terms of both
ERDE measures—obtaining the best ERDE5 value (11.31%) and the second-best
ERDE50 value (6.26%) among all participating models.

Finally, it is interesting to mention that the FHDO-BCSGD model was a Convo-
lutional Neural Network (CNN) with an architecture consisting of 100 filters with
2 feature maps, and a max-pooling layer followed by 4 fully connected layers. In
addition, the input of this network consisted of 6 million different word embeddings
(fastText) manually trained using a dataset of 1.7 billion Reddit comments specifi-
cally built for this task [21]. On the other hand, FHDO-BCSGE consisted of a late
fusion ensemble of other FHDO-BCSG’s models, namely, an ensemble of two CNN
models (one of which is FHDO-BCSGD) with a model that, in turn, is an ensem-
ble of 4 Logistic Regressions with different BoW representations augmented with
hand-crafted domain-specific metadata [21]. The complexity of these models con-
trasts with the simplicity of ours which, besides using simpler classifiers, did not
make use of any external resources besides the available training data. For instance,
UNSLD consisted only of a simple SS3 classifier8 and yet its performance in terms of
standard measures (F1, precision and recall) were comparable to the more complex
FHDO-BCSG’s models described above—i.e. despite its simplicity, this SS3 model
not only achieved the best precision (0.91) among the participating models but also

7 Note that, unlike UNSLB and UNSLC, UNSLA used FTVT with n = 0 and, therefore, the actual
representation was identical to a standard CSA representation—with no temporal chunk-based
enrichment of the positive class.
8 Which simply consisted of a summation of word values learned from the available training data
(Eq.5).
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obtained an F1 value (0.79) that was only outperformed by the considerably more
complex FHDO-BCSG’s models (0.81 and 0.85).

3.2 Early Detection of Anorexia—2019 Edition

As described in more detail in the overview of the 2019 edition of the eRisk [15], the
task was intended as a continuation of the previous edition, so even though a new test
set was built, the training set was formed by joining the 2018 Edition’s training and
test sets. As indicated at the beginning of this section, the evaluation methodology
was different from the previous one since users were no longer processed using the
chunk-by-chunk approach. Instead, they were processed in a more realistic way, one
post (writing) at a time.Also, performance evaluationwas improved since, in addition
to reporting the time taken for each team to complete the task, two different types of
metricswere used. Thefirst typewas focused on early classification decisions, and the
second on rankings of users by risk level (estimated by the models). More precisely,
in addition to the ERDE measure, this edition also incorporated the Flatency [19]
measure as an extra decision-based metric. Regarding the ranking-based metrics,
to create the rankings for evaluating each model, after processing each user post,
models were asked to respond with a score representing the risk level estimated for
each user up to that moment. Then, for each participating model, the ranking was
created by ordering the users using the given score. Finally, the quality of the rankings
was evaluated using two standard IR metrics, P@k, and NDCG@k. Specifically,
models were evaluated in terms of P@10, NDCG@10, and NDCG@100 for 4
different rankings, the one obtained after processing, respectively, 1, 100, 500, and
1000 user posts.

The 2019 edition had the participation of 13 different research teams and a total
of 50 models were submitted. As described in more detail in our eRisk paper [3],
in this edition we also participated with five models. However, due to this edition
replacing the chunk-based release of users data by a more realistic post-by-post one,
unlike in the previous edition, none of our five models used the FTVT representation
and, instead, all of them were implemented using the SS3 classifier. This decision
was motivated by the promising results previously obtained with SS3 [2, 4] as well
as by the fact that, unlike the FTVT representation that requires the input data being
released using the chunk-by-chunk approach, SS3 was designed to naturally work
over text streams and, as a consequence, it can naturally process data incrementally
regardless of the specific approach being used to release it—e.g. chunk-by-chunk,
post-by-post, word-by-word, and so on.

In this edition we again made use of the same simple version of the SS3 classifier
as in the 2018 edition (Eq.5) and the same simple early classification policy—i.e.
subjects were classified as positive as soon as the accumulated positive confidence
value exceeded the negative one. However, this time we did use the hyperparame-
ter configuration with which, as mentioned in the previous section, we could have
obtained the best ERDE values in the 2018 edition—i.e. we used λ = ρ = 1 and
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σ = 0.45 for our five SS3 models. We decided to use this configuration for all five
models because in previous experiments they showed to be very effective and robust
in terms of the ERDE measures [2, 4].9 Finally, since we used the same classifier
with the same hyperparameter configuration for our five models, the main difference
among them was given by the amount of data used for the training and whether the
model took into account only words or also bigrams, as described below:

• UNSL#0: the model was trained only with a subset of the total training data avail-
able for this edition. Particularly, the training was performed using only the data
equivalent to the training set of the 2018 edition. The idea behind this model was
to evaluate the consistency and robustness of results obtained in that edition.

• UNSL#1: this model was the same as the previous one but allowing SS3 to
also recognize word bigrams—i.e. SS3 learned to compute gv(w0, c) as well as
gv(w0w1, c) for eachw0, w1 seen during training. This variant was driven by good
preliminary results obtained by SS3 using variable-length word n-grams with data
from previous eRisk editions [4].

• UNSL#2: this model was, again, the same as UNSL#0 but this time, the training
was performed using all available data for this edition—i.e. joining training set
and test sets from the 2018 edition.

• UNSL#3: this model was the same as UNSL#2 but, as with UNSL#1, allowing
SS3 to also recognize word bigrams.

• UNSL#4: this model was a slightly modified version of the UNSL#2 model in
which, during the classification process, only words with a global value greater
than 0.3 were taken into account—i.e. SS3 assigned gv(w, ci ) = 0 to all w and
ci such that gv(w, ci ) ≤ 0.3.10 With this variant, we tried to measure what impact
words with a low global value have on classification performance. That is, with
this model we intended to address questions such as: “How sensitive is the model
to the noise that could be caused by a large number of words with low global
value?” or “Could it be the case that because of words with low global value the
early classification policy condition could be incorrectly triggered due to the noise
accumulated by processing them?”.

Besides, since in this edition, as described above, models were also asked to
provide a score representing the risk level estimated for each user, we used the user
confidence vector,−→u in Eq.5, to calculate this score simply as the difference between
the positive and negative confidence value, that is:

score = −→u [posi tive] − −→u [negative] (6)

9 This hyperparameter configurationwas originally discoveredwith the eRisk 2017 early depression
detection dataset by applying a grid search to minimize the ERDE50 metric with the training set
using a 4-fold cross-validation [2].
10 Using the training data, starting from 0 and incrementally, different values were tested from
which 0.3 was finally selected for obtaining the best ERDE50.
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Fig. 4 Values for one of the actual users (subject 968) from the test set used for this task. a Variation
of our model’s positive and negative confidence value over time (post by post) for this user. b
Variation of our model’s estimated score over time for this user. Note that this user was classified
as at-risk after processing around 50 of his/her posts, i.e. as positive as soon as the positive value
exceeded the negative one or, equivalently, when the score became a positive number

As illustrated with an example in Fig. 4, this simple subtraction allows the two
positive and negative confidence values to be represented, at any point in time, by
a single and unified confidence value that no longer represents the confidence value
for each class, but rather, a “decision-making” confidence value that represents the
risk level estimated by the model used to classify and detect at-risk users.

Finally, after training our models we proceeded to the evaluation stage along with
all the other 45 participant models, in which models had to connect to the remote
server to receive user posts and to send their decisions along with the estimated risk
level. The main results obtained with our 5 models are described below, grouped
according to the type of metric used to measure performance:
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Table 2 Results obtained for the early classification decision-based performance measures (sorted
by ERDE50). For comparison, the models that obtained the best results for the other 12 participating
teams are also included

Model ERDE5
(%)

ERDE�
50

(%)
Flatency R P F1

UNSL#4 6.14 2.96 0.46 0.92 0.31 0.47

UNSL#2 5.56 3.34 0.50 0.86 0.36 0.51

UNSL#3 5.59 3.48 0.49 0.85 0.35 0.50

UNSL#0 5.53 3.92 0.55 0.78 0.42 0.55

UNSL#1 5.68 4.10 0.55 0.75 0.43 0.55

CLaC#1 5.73 3.12 0.69 0.82 0.61 0.70

BiTeM#1 5.89 3.40 0.54 0.70 0.44 0.54

CLaC#4 6.25 3.42 0.69 0.79 0.64 0.71

UDE#0 8.48 3.87 0.58 0.74 0.51 0.61

UDE#1 7.48 3.94 0.53 0.73 0.44 0.55

INAOE-CIMAT#0 9.29 3.98 0.62 0.78 0.56 0.66

LTL-INAOE#1 7.74 4.19 0.55 0.75 0.47 0.58

INAOE-CIMAT#3 9.17 4.75 0.63 0.68 0.67 0.68

SINAI#2 9.04 4.89 0.30 0.95 0.18 0.30

INAOE-CIMAT#4 9.12 5.07 0.61 0.63 0.69 0.66

lirmm#0 9.13 5.14 0.63 0.63 0.74 0.68

lirmm#1 9.10 5.51 0.62 0.60 0.77 0.68

UppsalaNLP#4 5.73 5.66 0.41 0.42 0.40 0.41

BioInfo@UAVR#0 5.84 5.77 0.37 0.44 0.32 0.37

lirmm#3 9.08 6.62 0.48 0.42 0.74 0.54

SSN-NLP#3 7.61 6.86 0.33 0.26 0.48 0.34

HULAT#0 10.84 8.14 0.16 0.30 0.11 0.17

UDE#2 12.52 8.21 0.53 0.68 0.13 0.22

Fazl#2 17.11 11.22 0.14 1 0.09 0.16

Fazl#1 17.11 13.91 0.11 1 0.09 0.16

• Early classification decision-based performance: Table 2 shows the results
obtained for the decision-based performance metrics. It can be observed that
UNSL#0 obtained the best ERDE5 and UNSL#4 the best ERDE50 among all
participating models. However, among our models, UNSL#4 was also the model
with the lowest Flatency , which suggest that ignoring the words with low global
valuemay contribute to improving performance in terms of the ERDEmeasure but
at the cost of a worse performance in terms of the Flatency measure.11 The models

11 This is probably caused by the final model heavily prioritizing recall over precision, affecting
their harmonic mean which ultimately affected the Flatency . For instance, among our 5 models,
UNSL#4 obtained the best recall (0.92) but the lowest precision value (0.31).
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UNSL#2 and #3, trained with the entire training set, obtained a better performance
in terms of the ERDE50 measure compared to their two counterparts, UNSL#0 and
#1, trained only with the training set corresponding to the previous edition. How-
ever, the performance of the former in terms of the Flatency measure was lower
compared to the latter, this is probably due to the fact that the selected hyperpa-
rameter configuration was meant to fit the model to the training data according
to the ERDE50 measure, not the Flatency—the Flatency measure is based on the
standard F1 measure, as such, it favors models that assign equal importance to
both recall and precision, whereas the ERDEmeasure models that prioritize recall
over precision.12 Unlike the results previously reported in the literature [4], in
this particular task the use of word bigrams led to a slight loss of performance
since the performance of the two models using word n-grams (UNSL#1 and #3)
was slightly lower than their counterparts without n-grams (respectively, UNSL#0
and #2). Perhaps the fact that here, unlike in the reported results, users were pro-
cessed one post at a time and not using a chunk-based approach—where even the
most “hasty” models had to process at least one entire chunk before being able to
make a decision. Another cause could be the fact that n-grams, although having
superior semantic qualities, also suffer from inferior statistical qualities13 which,
depending on the data being used, could negatively affect performance. Finally,
regarding the Flatency measure, we did not achieve the best performance. More
precisely, our best Flatency values, obtained by UNSL#0 and #1, were 0.14 points
below the best, 0.69, obtained by CLaC#4. This was mainly due to the fact that, as
we mentioned above, our 5 models used the same hyperparameter configuration,
originally selected to optimize the ERDE measure. Nevertheless, our best Flatency
value (0.55) was considerably above the average (0.38), and ranked 11th among
the 50 participating models.

• Performance in terms of execution time: Table 3 shows, for each team, details
on the total time used to complete the task. As can be seen, the time taken to
complete the task differs widely from team to team, varying from a few to a large
number of hours—one team even took as long as about a month. However, to
have a more precise view of how efficient the models of each team were, not
only the total time taken to complete the task must be considered, but also the
total number of posts processed in that time, and the number of models used to
carry it out. For example, in terms of processing speed, BiTeM does not seem as
efficient as UNSL, since although the former completed the task in only 4 h, it only
processed the first 11 posts from each user, while the latter, although completing
the task in 23 h, it processed all 2000 posts from each user. Likewise, although
BioInfo@UAVR took 14 h to classify all users with a single model, UNSL had to
do it with 5 of them, which required not only 5 times more processing load but also

12 The ERDEo measure is calculated with the cost of false positives (cfp) being considerably lower
than that of false negatives (cfn). Note that giving more importance to recall than to precision is
reasonable since, in early risk detection tasks, every single undetected (positive) user is a life at
risk.
13 The probability with which a particular sequence of words occurs will never be greater than the
probability of each individual word.
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Table 3 Details of the participating teams: team name, number of models (#models), num-
ber of user posts processed (#posts), time taken to complete the task and to process each post
( total time
#posts×#models )

Time

Team #models #posts Total Per post

UNSL� 5 2000 23h 8s

UppsalaNLP 5 2000 2 days + 7h 20s

BioInfo@UAVR 1 2000 14h 25s

UDE 3 2000 5 days + 3h 1m + 12s

lirmm 5 2024 8 days + 15h 1m + 12s

INAOE-CIMAT 4 2000 8 days + 2h 1m + 30s

HULAT 5 83 18h 2m + 36s

Fazl 3 2001 21 days + 15h 5m + 12s

BiTeM 4 11 4h 5m + 30s

LTL-INAOE 2 2001 17 days + 23h 6m + 30s

SINAI 3 317 10 days + 7h 15m + 36s

CLaC 5 109 11 days + 16h 31m

SSN-NLP 5 9 6 days + 22h 3h + 42m

5 times more requests sent to the server.14 For this reason, Table 3 also includes an
estimate of the time taken by each team’s model to process each post, which was
obtained by normalizing the total time relative to the number of models used and
the total number of posts processed. Using this normalized time, it can be seen
that UNSL models were the fastest, having processed each post in approximately
8 seconds15 each—in other words, 2000 posts from each user processed with 5
models in 23 h. It is worth mentioning that our models were the fastest not because
of superior computing capabilities,16 but because the SS3 model was designed to
be able to work incrementally, processing the input sequence in O(n) time with
respect to n, the length of the sequence [2]. This contrasts with other teams, such
as CLaC [16], INAOE-CIMAT [1] or lirmm [17], which, although performed
better in terms of the Flatency measure, were considerably slower, taking them
days to complete the same task. For example, the 5 CLaC [16] models were SVM

14 For each of the users 2000 posts, not only was it necessary to send a request to the server to obtain
the post, but also 5 more requests to send the response of each model. Therefore, for teams with
5 models like UNSL, completing the task required sending a total of 2000 + 2000 ∗ 5 = 12000
requests to the server. Therefore, if the connection latency was, for instance, 3 s, approximately 10
h of the total time would be consumed only by communication.
15 Much of these 8 s corresponded to communication latency, since they include the latency of
receiving the post, processing time, and the latency of sending the response.
16 We coded our script in plain Python 2.7 and only using built-in functions and data structures;
no external library was used (such as NumPy). Additionally, to run our script we used one of the
author’s laptop which had standard technical specifications (Intel Core i5, 8GB of DDR4 RAM,
etc.).
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classifiers that used neural features as input. More precisely, these features were
extract from an ensemble approach that employs several attention-based neural
sub-models, one such models (CLaC#1) obtained the best Flatency value among
all participating models. Nevertheless, these models were 232 times slower than
UNSL’s simple SS3 models, since CLaC took 11 days and 16 h to complete the
task, having processed only 109 posts in total—which indicates that these models
were computationally/algorithmically less efficient.

• Ranking-based performance: Table 4 shows the results obtained for the ranking-
based performance metrics. It can be seen that our 5 models obtained, in the 4
rankings, the best values for the P@10 and NDCG@10 measures. Additionally,
we also obtained the best NDCG@100 values for the rankings obtained after
processing 1 and 100 posts, and the second and third best ones, respectively, after
processing 500 and 1000 posts. Unlike with the decision-based metrics, here there
was no noticeable difference in performance between the two SS3 models using
word n-grams (UNSL#1 and #3) and their counterparts (respectively, UNSL#0
and #2). Between the models trained with the entire training set (UNSL#2, #3
and #4) and those trained only with the training set corresponding to the previous
edition (UNSL#0 and #1), there was also no noticeable difference in terms of the
P@10 and NDCG@10 measures, however, the former were considerably better
in terms of the NDCG@100 measure. In other words, the three models that were
trained with all available data, as expected, improved their ability to estimate the
risk level of users—for example, the top-100 ranking of users ordered by the score
given by UNSL#0, after processing the first 100 posts, was 77% perfect17 (i.e.
NDCG@100 = 0.77), whereas the one obtained by its counterpart, UNSL#2,
was 83% perfect (i.e. NDCG@100 = 0.83).

(after 500 post) (after 1000 post)

Model P@10 NDCG@10 NDCG@100 P@10 NDCG@10 NDCG@100

UNSL#0 1 1 0.79 1 1 0.79

UNSL#1 1 1 0.79 1 1 0.79

UNSL#2 1 1 0.83 1 1 0.84

UNSL#3 1 1 0.84 1 1 0.84

UNSL#4 1 1 .85 0.9 0.94 0.84

UDE#1 1 1 0.87 1 1 0.88
UDE#0 0.9 0.93 .85 0.9 0.94 0.86

LTL-INAOE#0 0.9 0.92 0.73 0.7 0.78 0.65

Fazl#1 0.7 0.78 0.67 0.7 0.78 0.68

UppsalaNLP#4 0.8 0.75 0.52 0.8 0.75 0.52

BioInfo@UAVR#0 0.6 0.59 0.47 0.6 0.59 0.47

In general terms, it can be observed that, among all the participating models, the
risk level estimated by our five SS3modelswere themost consistent throughout the
4 rankings, having achieved the best values even when the ranking was generated
after reading only the first post of each user. For example, it is interesting to note
that, regardless of whether they were trained with the entire training set or not,
or whether word n-grams were taken into account or not, all SS3 models were

17 In this task, a perfect ranking is a ranking where all 73 at-risk users are located in the first 73
positions.
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Table 4 Ranking-based evaluation results for the 4 reported rankings, respectively, the ranking
obtained after processing 1, 100, 500, and 1000 posts. For comparison, the models that obtained
the best results from the other 12 participating teams are also included
Model (After 1 post) (After 100 posts)

P@10 NDCG@10 NDCG@100 P@10 NDCG@10 NDCG@100

UNSL#0 0.8 0.82 0.54 1 1 0.77

UNSL#1 0.8 0.82 0.54 1 1 0.77

UNSL#2 0.8 0.82 0.55 1 1 0.83

UNSL#3 0.8 0.82 0.53 1 1 0.83

UNSL#4 0.8 0.82 0.52 0.9 0.94 0.85

LTL-INAOE#0 0.8 0.75 0.34 1 1 0.76

UDE#1 0.6 0.75 0.54 0.9 0.94 0.81

UppsalaNLP#4 0.8 0.75 0.52 0.8 0.75 0.52

BiTeM#1 0.8 0.75 0.47 – – –

SSN-NLP#3 0.6 0.64 0.3 – – –

BioInfo@UAVR#0 0.6 0.59 0.47 0.6 0.59 0.47

BiTeM#0 0.6 0.44 0.52 – – –

HULAT#0 0.3 0.33 0.18 – – –

Fazl#1 0.3 0.29 0.26 0.6 0.6 0.59

UDE#0 0.2 0.12 0.11 0.9 0.92 0.81

SINAI#0 0.2 0.12 0.11 – – –

CLaC#0 0.1 0.1 0.05 0.8 0.86 0.28

CLaC#1 0.1 0.1 0.04 0.3 0.45 0.16

able to construct a top-10 ranking of at-risk users which was 82% perfect (i.e.
NDCG@10 = 0.82) after processing only the first post from each user. This
indicates that our models, despite their simplicity, are capable of estimating the
risk level of users with considerable efficiency, even when only a few posts have
been processed.18 This contrasts with other more complex models that, although
performed better in terms of the Flatency measure, were not as efficient in estimating
risk levels—evenwhen some took days to complete the task. For instance, although
CLaC#1 obtained the best Flatency value, ranking-based results show that its ability
to estimate the risk level of the users was the lowest among all the participating
models. Finally, it is important tomention that the ranking-based evaluation results
obtained by our models imply two relevant points: (a) the score generated by SS3
(see Eq.6) is estimating the risk level of the subjects correctly, and (b) the fact
that user risk level is being estimated correctly implies that our models have room
for improvement in terms of decision-based metrics (ERDE, Flatency , precision,
and recall) by using better early classification policies.19 This last point is not

18 Which would explain why our models obtained the best ERDE values despite having classified
all at-risk users, on average, after having processed only their first 2 posts.
19 That is, if our models were not able to obtain better classification results, it was not due to a poor
estimation of the risk level of the users, but due to the policy used to decide when to classify them
based on that estimation.
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Fig. 5 Word cloud of the
top-100 words selected by
global value learned by the
SS3 model (UNSL#2) from
the training set available for
this task (words are sized by
actual value)

minor, since it allows identifying possible lines of work to extend and improve
our models, as will be discussed in the next and final section. Note that point (a)
indicates us that the global value learned by the model, given by Eq.1, is correctly
capturing the degree of importance of each word—which could also be asserted
from a more qualitative point of view in Fig. 5.

4 Conclusion and Future Work

In this chapter, we described the participation of our research team in the eRisk
addressing the two editions of the early anorexia detection task. In the first edition,
we used two main approaches, one based on a time-aware chunk-based document
representation, called FTVT, and the other, on a novel text classifier that was specially
designed for early risk detection scenarios, called SS3. In the second edition, given
that evaluation data was releasedmore realistically as a stream of (user) posts and not
using the chunk-based approach, FTVTwas no longer appropriate and, consequently,
we addressed the task by focusing only on approaches based on the SS3 classifier.

Regarding the results obtained after the evaluation stage, in the first edition, we
achieved the best ERDE5 and the best precision values among all participant models,
respectively, with one of our FTVT-based model and one of our SS3 models. It was
interesting to note that the models using the FTVT representation performed well
in terms of ERDE measures, even although the hyperparameter configuration, such
as the FTVT n parameter, was not specially selected for this task (but rather for the



180 S. Burdisso et al.

depression task). We also noticed that the FTVTmodel with no temporal enrichment
of the positive class, i.e. the FTVT model with n = 0 equivalent to a standard CSA
representation, obtained the lowest performance among all the participating models
which strongly suggested that the “temporal enrichment” performed by the FTVT
representation has, in fact, a considerable positive impact on the final performance of
the classifiers. Also, regarding the SS3model used for this edition, it is worth noticing
that the performance in terms of standard (timeless) measures were comparable to
that of the more complex and elaborate models such as the FHDO-BCSG CNN
models pre-trained with 1.7 billion Reddit comments [21]. More precisely, our SS3
model (with λ = 3), which consisted simply of a summation of word values (Eq.5)
learned only from the limited available training data, not only achieved the best
precision (0.91) but also obtained an F1 value (0.79) that was only outperformed
by those FHDO-BCSG models (0.81 and 0.85). Moreover, this SS3 model could
also have obtained the best performance in terms of the ERDE measures if we had
used a better hyperparameter configuration, as we later discovered [4]—which was
the same configuration we used in the second edition. Finally, regarding the results
obtained in the second edition, using SS3 with such hyperparameter configuration
(λ = ρ = 1 and σ = 0.45), we were able to achieve the best values for both ERDE5

and ERDE50 showing that this hyperparameter setting is robust in terms of this
measure. Moreover, our models were the fastest in processing time and achieved
remarkable results in terms of the ranking-based metrics, obtaining the best P@10
and NDCG@10 values, consistently, in all four rankings, and the best NDCG@100
values for the rankings after processing 1 and 100 posts—and the second and third
best NDCG@100, respectively, for the rankings after 500 and 1000 posts. In general
terms, the results suggest that, despite its simplicity, the SS3 classifier could be
considerably competent when dealing with these types of scenarios. Results also
suggest that this classifier possess certain robustness since, having used the same
hyperparameter configuration and regardless of the data used to train it or whether
word n-grams were taken into account or not, the performance of all five SS3 models
was consistent across the three different dimensions used to measure it: execution
time, users risk level estimation, and early classification performance.

Finally, for future work, we plan to explore better hyperparameter configurations
to improve the performance of ourmodels in terms of the Flatency measure—forwhich
we were unable to obtain the best result. More importantly, based on the promising
ranking-based evaluation results suggesting that user risk level were properly esti-
mated, we will also explore and design better early classification policies since the
simple policy that we used proved to be “too hasty”—as we described earlier, all at-
risk users were classified, on average, after having processed only their first 2 posts.
For example, we believe that a more elaborated policy able to delay the decision
until the estimated risk level is high enough, or the use of global information such as
taking into account the current estimated risk level of all users to make the decision,
could greatly improve the early classification performance.
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