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Abstract—Shared autonomy methods, where a human operator
and a robot arm work together, have enabled robots to complete
a range of complex and highly variable tasks. Existing work
primarily focuses on one human sharing autonomy with a single
robot. By contrast, in this paper we present an approach for
multi-robot shared autonomy that enables one operator to provide
real-time corrections across two coordinated robots completing
the same task in parallel. Sharing autonomy with multiple robots
presents fundamental challenges. The human can only correct
one robot at a time, and without coordination, the human may
be left idle for long periods of time. Accordingly, we develop an
approach that aligns the robot’s learned motions to best utilize
the human’s expertise. Our key idea is to leverage Learning
from Demonstration (LfD) and time warping to schedule the
motions of the robots based on when they may require assistance.
Our method uses variability in operator demonstrations to
identify the types of corrections an operator might apply during
shared autonomy, leverages flexibility in how quickly the task
was performed in demonstrations to aid in scheduling, and
iteratively estimates the likelihood of when corrections may be
needed to ensure that only one robot is completing an action
requiring assistance. Through a preliminary study, we show that
our method can decrease the scheduled time spent sanding by
iteratively estimating the times when each robot could need
assistance and generating an optimized schedule that allows the
operator to provide corrections to each robot during these times.

Index Terms—Human-Robot Teaming, Multi-Robot Systems,
Learning from Demonstration.

I. INTRODUCTION

HUMAN-robot teaming is a promising alternative for
tasks where robust automation is infeasible due to high
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Fig. 1. Our method enables multi-robot shared autonomy by leveraging expert
demonstrations and coordinating robots around times where they may need
assistance from the operator. Top: An operator (task expert) provides a set of
demonstrations to inform the robot task model, task variability, and flexibility
in scheduling. Bottom: The operator provides corrections across two robots
completing the same task. The robots are scheduled such that only one robot
(e.g., the robot with the red indicator) could require corrections at any given
time (i.e., the other robot has high confidence in its action). The confidence
is estimated from demonstration variability and empirical correction data.

complexity and variability. In many cases, human-robot team-
ing is achieved through shared autonomy, where a human
operator and a robot policy share command over the physical
robot platform and leverage their respective strengths [16, 13].
For example, the expert operator can offload a task’s physical
burden to the robot and use their own task knowledge and
superior sensing to make corrections to the robot’s behavior.
However, many tasks do not require input from the operator
during the entire execution but only during regions of task
variability. For example, during a fastener insertion task, the
robot may only need help from the human to fix alignment er-
ror when inserting fasteners but not while fetching or prepping
the fasteners. When the regions of variability make up a small
part of the overall task the worker is poorly utilized. While the
worker may perform secondary tasks during idle time, there
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are advantages to the operator working with multiple robots
engaging in the same task, such as reducing context switching.
In this work, we propose a method for multi-robot shared
autonomy that sequences the execution of two robots based
on regions where they may require assistance.

Previous work includes investigations of elements of multi-
robot shared autonomy, such as interfaces for operator at-
tention management [6], supervisor allocation across a fleet
of agents (e.g., mobile robots) [3, 15, 4, 17, 11, 12], and
scheduling of agent subtasks and supervision [19, 7, 1, 20].
However, the allocation methods focus on enabling an operator
to temporarily teleoperate an agent needing assistance and in
scheduling, little to no work focuses on coordinating agents
around operator intervention. As illustrated in Figure 1, we are
interested in coordinated shared autonomy where the robots
operate at a high level of autonomy. In this paradigm, the
robots sequence their behaviors such that only one robot could
require assistance at any point, and the operator provides
targeted corrections to the low-confidence robot if its action
is incorrect. The major challenges in coordinated shared
autonomy are determining what interventions the operator
may want to provide and when they may occur during the
task. Addressing these challenges requires models of the task,
the types of corrections the operator may desire, and when
corrections might be needed. Scheduling coordinated shared
autonomy also introduces new challenges addressed in this
work, such as how to compensate for changes to the timing
of the robot’s execution that result from operator corrections.

In this paper, we propose a method for multi-robot shared
autonomy based on operator corrections [9], multi-agent
scheduling, and Learning from Demonstration (LfD) [14].
Our method schedules two robots such that one operator can
provide real-time corrections at times when they are needed
by both robots. The task model, corrections an operator can
make, and sequencing of agents are inferred from expert
demonstrations and past shared autonomy executions. The
main contributions of this paper include (1) an optimization-
based method to schedule corrections-based shared autonomy
of multiple agents by leveraging variability in demonstrations;
(2) a technique for inferring when corrections are needed based
on task variability and Bayesian inference; and (3) a real-
time adaptation strategy to update the timing of robots when
operator corrections cause deviations from the schedule.

II. OPTIMIZING FOR MULTI-ROBOT CORRECTIONS

Our method is formulated as an optimization problem and
enables one human operator to provide real-time corrections
to two robots completing different instances of the same task.

A. Problem Setting and Assumptions

We explore settings where there are variable aspects of the
task that the robots cannot learn due to sensor limitations. For
example, an expert sander may at times use subtle cues (e.g.,
watching material build up on the side of the tool, changing
views of the surface) to choose an appropriate action. We
consider settings with two robots and one skilled operator
completing a high-volume (i.e., repetitive) task where the types

of variability encountered do not change over time. There are
many industrial tasks that meet this requirement. For example,
in many sanding applications, there are small regions of the
workpiece that will have defects from upstream manufacturing
processes which will cause each piece to have different sand-
ing needs. To encode the robot behaviors, we assume access
to a set, D, of nd varying-length expert demonstrations.

D = fX1, ...Xndg
8Xi 2 D, Xi 2 Rm�Ti

(1)

where Xi is the demonstration state data (e.g., motions,
forces, tool state) with m state variables and Ti is the length
of the demonstration. For brevity, we will use subscripts on
the demonstration set to refer to the data of an individual
demonstration (i.e., Di � Xi) and refer to interpolated val-
ues of the demonstration data using function notation (i.e.,
xi(t)). To enable time warping and regression across multiple
demonstrations, we assume the demonstrations are performed
using similar trajectories (e.g., always going left to right when
sanding). We also require that the robots must execute the
task as shown in the demonstrations to satisfy any sequential
constraints of the task. In other words, the execution cannot
be broken up or reordered. Finally, we assume the robots
must operate within the demonstration execution rates (i.e.,
velocities). While in some tasks it may be possible for the
robots to stop at times when they need help, there are many
examples where this is not possible. For example, a robot that
needs help with part of a sanding pass cannot stop mid-pass
without impacting the continuity of the sanding.

B. Proposed Approach

Our approach centralizes around scheduling the two robot
executions. Our high-level method is illustrated in Figure 2.
We start with a set of expert demonstrations to expose the
task variability, including differences in how quickly the task
was executed (i.e., the execution rate), and encode the robot
behavior. To schedule the robots around operator corrections,
we need to know what types of corrections the operator
wishes to provide and when they may be needed. Following
previous work [10], we assume that the demonstration variance
indicates the corrections that may be necessary (e.g., variance
in force indicates potential force corrections) and allow oper-
ators to provide these differential corrections by mapping the
variance to a low degree-of-freedom input (e.g., joystick).

We determine when the corrections may be needed by esti-
mating the robot confidence throughout the task. Specifically,
we identify times in the robot behavior that might require
corrections (i.e., low-confidence times) and times where cor-
rections are unlikely (i.e., high-confidence times). The two
robot behaviors are scheduled such that the low-confidence
actions do not occur at the same time. The robot confidence
is estimated iteratively. As the operator uses the system, it col-
lects empirical data of when the operator provides corrections
and refines its confidence estimates. Each time the system is
used, we update the confidence and re-optimize the schedule
based on the new confidence estimates. As the amount of high-
confidence times increases, the scheduling method finds more
efficient schedules by shortening and overlapping the robot
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Fig. 2. High-level overview of the proposed method. The numbers correspond to the subsection of §II-B where the technical details are described. Blue
arrows indicate the �ow of information at every iteration. Gray arrows indicate information that is only processed once.

executions. Our scheduling method leverages �exibility in the
execution rate during high-con�dence times to aid in �nding
an optimized schedule. As operator corrections can impact the
timing of the robots, we also ensure the scheduling solution is
robust to timing deviations from the corrections. The following
subsections describe our method's technical details.

1) Regression and Time Warping of Demonstrations:To
encode the desired robot skill and to uncover time �exibility
in the demonstrations, we take advantage oftime warping[21].
A time warp,  , is a nonlinear and monotonically increasing
function that maps a time between two sets of data:

 D1!D 2 : [0,T1] ! [0,T2] (2)

This is accomplished by minimizing a loss between the
data of the two time series. We consider a weighted metric
that accounts for state variables with varying units. The time
warping optimization can be summarized as:

min
 D 1!D 2

Z T1

0
L (x2( D1!D 2(t)) – x1(t))dt

L (e ) = e|
 We 

(3)

where e is the error between the vectors of the two
states andW 2 Rm� m is a diagonal weighting matrix with
nonnegative weights that is set based on variance or domain
knowledge. We solve Equation 3 using a parametric optimizer
[5]. We align all demonstrations to the �rst demonstration
as a common reference and thus truncate the warp notation
going forward by dropping the reference demonstration (e.g.,
 D2 �  D1!D 2). Given that we will optimize new warps
for each robot execution, the choice of reference is mostly
arbitrary. Going forward, we mainly focus on the gradients of
the warps. Working with the gradient allows us to assess the
rate at which the robot can execute the task at any given time
and allows us to easily enforce that warps are monotonically
increasing.

Using the time warps, we align the demonstration data
to determine the robot behavior. There are many possible
methods for cloning the demonstration data. In this work, we
use a simple regression that estimates of the mean behavior
of the aligned demonstrations, which we denote as�̂ (t).

2) Process Variability and Operator Corrections:During a
robot's execution, the operator can provide real-time correc-
tions to a robot's behavior. We provide a simpli�ed control
to the operator by extracting the likely types of corrections
from the variability in the expert demonstrations. We leverage
our previous method [10] to determine admissible corrections,

including coordinations of robot state variables (e.g., pitch,
force, and speed to modulate abrasiveness). The remainder of
this subsection provides a brief review of the previous method
for completeness.

The differential corrections are provided through an input
device that functions like a joystick. Given that the corrections
can affect the execution rate, we consider an augmented robot
state that includes the warp gradient.

x+
i (t) = [x|

i (t), _ D i (t)]
| (4)

where the superscript + refers to the augmented state. The
augmented mean behavior is also de�ned by concatenating the
mean warp gradient of the demonstrations.

_� D (t) =
ndX

i

_ D i (t)/nd

�̂ +(t) = [�̂ | (t), _� D (t)]|
(5)

where _� D (t) is the mean warp gradient and̂� +(t) is
the augmented mean behavior. The mean-removed data and
demonstration variability can subsequently be calculated:

e+
i (t) = x+

i
�
 D i (t)

�
– �̂ +(t)

� 2
D (t) =

1
nd – 1

X

i

�
e+
i (t)

� | W+ �
e+
i (t)

� (6)

wheree+
i (t) is the mean-removed data,� 2

D (t) is the magni-
tude of the demonstration variance, andW+ 2 R(m+1)� (m+1)

is the expanded diagonal weighting matrix that adds a weight
for the warp gradient variable. The �nal operator correction,
� x+(u, t), is based on the principal components at a given time
(using principal component analysis) and the user input,u. The
maximum magnitude of the correction is scaled such that the
corrections do not exceed the permissible warp gradients from
the demonstrations. The �nal robot command is arbitrated as
the sum of the mean state and differential operator correction.

x+
f (u, t) = �̂ +(t) + � x+(u, t) (7)

where x+
f is the �nal robot state. The correction also

determines the next robot time based on the warp gradient. The
timing of the robots is discussed in detail in a later section.

3) Assessing Robot Con�dence:Intuitively, we want the
robots to overlap at times when at least one robot is con-
�dent and not to overlap when they are both unsure. This
scheduling requires determining the times of the execution
where the robot may require corrections (i.e., the robot has
low con�dence in its action). Letpcjt be the probability of the
expert giving a correction to a robot at a given time. We desire
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