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ABSTRACT

Face recognition systems generally store features (called embed-
dings) extracted from each face image during the enrollment stage,
and then compare the extracted embeddings with the stored em-
beddings during the recognition stage. In this paper, we focus on
the blackbox face reconstruction from facial embeddings stored
in the face recognition database. We use a convolutional neural
network (CNN) to reconstruct face images and train our network
with a multi-term loss function. In particular, we use a different
feature extractor trained for face recognition (which the adversary
has the whitebox knowledge of it) to minimize the distance of
embeddings extracted from the original and reconstructed face
images. We evaluate our method in blackbox attacks against five
state-of-the-art face recognition models on the MOBIO and LFW
datasets. Our experimental results show that our proposed method
outperforms previous face reconstruction methods in the litera-
ture. The source code of our experiments is publicly available to
facilitate the reproducibility of our work.

Index Terms— blackbox, embedding, face recognition, face
reconstruction, template inversion

1. INTRODUCTION

Applications of automatic face recognition systems tend toward
ubiquity and in particular, their use in authentication applications
is growing rapidly. In such systems, deep neural networks are
used to extract some features (a.k.a. “embeddings”) from face
images. These features are stored in the database of the face
recognition system during the enrollment stage, and are later used
for comparison during the recognition stage.

Among different types of potential attacks against face recog-
nition systems that have been studied in the literature [1, 2, 3], tem-
plate inversion attack can jeopardize both the privacy and security
of the enrolled users. In the template inversion attack, the adver-
sary gains access to the database of a face recognition system and
tries to invert the stored embeddings to reconstruct the underlying
face images. The reconstructed face images can reveal privacy-
sensitive information about the users, including age, gender, eth-
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Fig. 1: Sample face images from the FFHQ dataset (first row)
and their corresponding reconstructed face images from ArcFace
embeddings in whitebox (second row) and blackbox (third row)
template inversion attacks. The values indicate cosine similarity
between embeddings of the original and reconstructed face
images. The decision threshold corresponding to FMR=10−3

is 0.37 for ArcFace on the MOBIO dataset.

nicity, etc. In addition, the adversary can use the reconstructed
face image to impersonate the enrolled users and enter the system.

Generally, methods for reconstruction of face images from
embeddings can be categorized into whitebox an blackbox. In
the whitebox methods, the adversary is assumed to have complete
knowledge of the feature extractor network and its internal pa-
rameters. However, in the blackbox methods the adversary does
not have any knowledge of internal functioning of the feature
extractor model and can only use it to extract embeddings for
arbitrary images.

In [4], a whitebox face reconstruction method based on
gradient-ascent-based optimization (with regularization terms)
was proposed. The authors also used the same loss function to
train a convolutional neural network (CNN) to reconstruct face
images. In [5], also a whitebox face reconstruction method was
proposed, where a CNN which was trained with multi-term loss
function (including a loss term to minimize the distance between



Table 1: Comparison with related works.

Ref. Method Basis Blackbox Available code

[4] 1) optimization
✗ ✗2) learning

[5] learning ✗ ✓

[6] learning ✓ ✗

[7] learning ✓ ✗

[8] learning ✓ ✓

[9] learning ✓ ✓

[10] optimization ✓ ✓

[11] optimization ✓ ✗

[Ours] learning ✓ ✓

embeddings of the original and reconstructed face images using
the feature extractor of the system).

In contrast to [4, 5], in [7, 6] whitebox methods were proposed
and were also extended to blackbox attacks. In [7], a multi-layer
perceptron (MLP) and CNN were used to estimate landmark
coordinates and generate face textures, respectively. Then, a
differentiable warping was applied to reconstruct face images. In
the whitebox attack, the authors used the warping function and
trained the MLP and CNN end-to-end with a multi-term loss
function, including a loss term to minimize the distance between
embeddings (extracted using the feature extractor of the system)
of the original and reconstructed face images. For the blackbox
attack, authors trained the MLP and CNN separately, and then
reconstructed the face image using the warping function. In [6],
a bijection-learning-based approach was used to train a generative
adversarial network (GAN) for face reconstruction. While the
authors proposed their method based on a whitebox knowledge of
feature extractor, they proposed to use distillation of knowledge
to train a student network from the face recognition model in
the blackbox attack. However, they did not report details on the
training of the student network (e.g., the network structure, etc.).

In [8, 10, 9] blackbox (only) methods were proposed to
reconstruct face images. In [8], the authors proposed two CNNs
based on two new blocks, NBNet-A and NBNet-B, and trained
each network structure with two different loss functions to re-
construct face images. In [10], athe authors proposed a greedy
random optimization over the latent space of StyleGAN [12] to
find a latent vector which synthesizes an image with embedding
close to the target embedding. In contrast to [10], in [9], authors
trained a MLP to find the latent space of StyleGAN [12] from
the embeddings and then generate the face image using pretrained
StyleGAN. Similarly, in [11], an optimization-based approach
based on the genetic algorithm is proposed to find the latent space
of StyleGAN [12] from the embeddings. Table 3 compares our
work with previous methods in the literature.

In this paper, we focus on blackbox face reconstruction from
facial embeddings. We use the convolutional neural network
proposed in [5] to reconstruct face images and train our network
with a multi-term loss function. In particular, we propose to use
a different feature extractor in our loss function and minimize the
embeddings (extracted from this model) of original and recon-
structed face images. Fig. 1 shows sample face images from the

FFHQ [12] dataset and their whitebox and blackbox reconstructed
versions from ArcFace [13] embeddings using our face recon-
struction network. We train our face reconstruction network for
state-of-the-art face recognition models and evaluate our trained
blackbox face reconstruction models on the MOBIO [14] and
LFW [15] datasets. The experimental results show that the pro-
posed network outperforms previous blackbox face reconstruction
methods in terms of an adversary’s success attack rate.

The remainder of the paper is organized as follows. In section
2, we describe our threat model and our proposed blackbox face
reconstruction method. Next, we describe our experiments and
discuss our results in section 3. Finally, the paper is concluded
in section 4.

2. PROPOSED METHOD

2.1. Threat model

We consider the situation where an adversary gains access to
the database of embeddings in a face recognition system, and
tries to reconstruct the face images from the face embeddings.
The adversary is assumed to have the blackbox knowledge of
the feature extractor of the face recognition system and can use
it to extract embeddings from each image. We assume that the
adversary has also the whitebox knowledge of another feature
extractor model, which has been trained for face recognition
purpose, and can use this feature extractor model for training the
face reconstruction model. The adversary can then use the trained
face reconstruction model to invert embeddings and generate face
images. The adversary can use the reconstructed face images to
inject as a query into the face recognition system.

2.2. Training Data

Let Fsys(.) denote the feature extractor of the target face recog-
nition system that the adversary is assumed to have blackbox
knowledge of it. The adversary can use the feature extractor
Fsys(.) to generate a training dataset D = {(ei, Ii)}Ni=1 from
a set of face images I = {Ii}Ni=1 with N face images, where
ei=Fsys(Ii) is the face embedding extracted from image Ii using
Fsys(.). Then, the adversary can use the dataset D to train a face
reconstruction network.

2.3. Face Reconstruction

For our face reconstruction network, we use our network structure
proposed in [5], which includes multiple blocks, where each
block is composed of 3 cascaded convolutional layers with a skip
connection after each deconvolutional layer. We use 6 of these
blocks with 512, 256, 128, 64, 32, and 16 filters, and with kernels
of sizes 4 and 3 for deconvolution and convolution layers in each
block, respectively. In addition, Batch Normalization [16] and a
rectified linear unit (ReLU) are used after each deconvolution and
convolution operations. Finally, a convolutional layer with a ker-
nel of size 3 and a sigmoid activation function is used to generate
the reconstructed face image. Let Î denote the reconstructed face



image from embedding e=Fsys(I). We train our network with
a multi-term loss function including:

• Mean Squared Error (MSE): To minimize the pixel-level
reconstruction error, we use the square of ℓ2-norm of the
reconstruction error:

LMSE(̂I,I)= ||̂I−I||22 (1)

• Dissimilarity Structural Index Metric (DSSIM): To enhance
the reconstruction quality in terms of the Similarity Struc-
tural Index Metric (SSIM) [17], we use the DSSIM loss
term [18] as follows:

LDSSIM(̂I,I)=
1−SSIM(̂I,I)

2
(2)

• ID loss: To help the network to reconstruct the face image
with similar identity information, we use another feature
extractor Floss(.) trained for face recognition that the ad-
versary has whitebox knowledge of it. Then, we minimize
the square of the ℓ2-norm of the difference between the
extracted features from the original and reconstructed face
images using Floss(.) :

LID(̂I,I)= ||Floss(̂I)−Floss(I)||22 (3)

It is noteworthy that in whitebox methods, e.g., [5], the
same feature extractor of the target system is used for ID
loss, but we propose to use a different feature extractor for
the blackbox attack (i.e., Floss≠Fsys).

For our total loss, we use a linear summation of the aforemen-
tioned loss term:

L=LMSE+αLDSSIM+βLID, (4)

where α and β are hyperparamters, and are experimentally found
perform the best for α=0.1 and β=0.005.

3. EXPERIMENTS

3.1. Experimental Setup

We use state-of-the-art face reconstruction models including
ArcFace [13] and ElasticFace [19] as well as three different FR
models with state-of-the-art backbones from FaceX-Zoo [20],
including AttentionNet [21], HRNet [22], and Swin [23]. Table 2
reports recognition performance of these models on the MOBIO
and LFW datasets. We use ArcFace and ElasticFace as Floss
and evaluate the performance of our method in blackbox attack
against other models.

To train our face reconstruction networks, we use the
FFHQ [12] dataset, which includes 70,000 face images (90%
train and 10% validation). We also evaluate our models on
the MOBIO [14] and LFW [15] datasets. The MOBIO dataset
includes face images captured by mobile devices from 152 people
and the LFW dataset includes 13,233 images of 5,749 people.
We use the face recognition models and build face recognition

Table 2: Recognition performance of face recognition models
in terms of true match rate (TMR) at false match rates (FMRs)
of 10−2 and 10−3 evaluated on the MOBIO and LFW datasets.

model MOBIO LFW
FMR=10−2 FMR=10−3 FMR=10−2 FMR=10−3

ArcFace 100.00 99.98 97.60 96.40
ElasticFace 100.00 100.00 96.87 94.70
AttentionNet 99.71 97.73 84.27 72.77
HRNet 98.98 98.23 89.30 78.43
Swin 99.75 98.98 91.70 87.83

systems on the MOBIO and LFW datasets. Then, we use our
reconstruction model trained on FFHQ to invert enrolled embed-
dings and reconstruct face images. We inject the reconstructed
face image as a query to the system to evaluate the performance
of face reconstruction in terms of an adversary’s Success Attack
Rate (SAR) in entering the system when the system is configured
at False Match Rate (FMR) of 10−3.

We use the Bob toolbox [24] and PyTorch package in our
implementations. To train our face reconstruction networks, we
use the Adam [25] optimizer with the initial learning rate of 10−3,
and we decrease the learning rate every 10 epochs, by a factor of
0.5. The source code of our experiments is publicly available to
help reproduce our results1.

3.2. Comparison with previous methods

As described in section 3.1, we use ArcFace and ElasticFace
as Floss and train our model to reconstruct face images from
embeddings extracted by other face recognition models. Table 3
compares the performance of our method with previous blackbox
methods2 in terms of SAR. As this table shows, our method
outperforms previous blackbox face reconstruction methods in the
literature. Also, comparing the results for ArcFace and ElasticFace
as Floss in our loss function, the networks trained with ArcFace
achieve better performance than the networks trained with Elas-
ticFace. This might be due to superior recognition performance
of ArcFace compared to ElasticFace as reported in Table 2

3.3. Discussion
Fig. 1 illustrates sample face images from the validation set
of the FFHQ dataset and their reconstructed face images from
ArcFace embeddings in the whitebox and blackbox attacks. In the
whitebox attack, we used the same feature extractor (i.e., ArcFace)
as Floss (similar to [5]) and in the blackbox attack, we used a
different feature extractor (i.e., ElasticFace) in our ID loss. Fig. 2
also shows the histogram of scores between ArcFace embeddings
extracted from genuine and zero-effort impostor pairs, as well as
the original and reconstructed face images in the whitebox and
blackbox attacks evaluated on the MOBIO dataset. As this figure
shows, the score distribution for reconstructed face images of

1Source code: https://gitlab.idiap.ch/bob/bob.paper.
icip2023_blackbox_face_reconstruction

2As indicated in Table 1, other previous blackbox methods such as [7, 6, 11]
do not have available source code.

https://gitlab.idiap.ch/bob/bob.paper.icip2023_blackbox_face_reconstruction
https://gitlab.idiap.ch/bob/bob.paper.icip2023_blackbox_face_reconstruction


Table 3: Performance comparison with previous blackbox face reconstruction method in terms of adversary’s success attack rate (SAR)
at system configured at false match rate (FMR) of 10−3. In each case, the best two values are emboldened.

method MOBIO LFW
ArcFace ElasticFace AttentionNet HRNet Swin ArcFace ElasticFace AttentionNet HRNet Swin

NBNetA-M [8] 0 2.38 0 0 0 4.32 10.90 1.24 1.60 3.82
NBNetA-P [8] 4.76 16.19 0.48 0 7.14 16.83 26.98 0.66 1.44 9.70
NBNetB-M [8] 1.90 3.80 3.33 7.14 8.57 10.98 21.44 3.22 4.47 11.23
NBNetB-P [8] 15.24 43.81 31.90 26.67 44.29 40.26 58.16 16.29 18.42 40.76
Dong et al. [9] 3.33 8.10 10.48 6.67 3.33 13.21 12.61 3.90 4.07 12.38
Vendrow and Vendrow [10] 29.05 43.81 27.14 26.67 45.24 57.70 53.03 21.12 18.85 46.84
[Ours] (Floss= ElasticFace) 95.71 - 89.05 93.81 98.10 90.67 - 58.85 65.55 80.20
[Ours] (Floss= ArcFace) - 98.10 92.38 97.62 99.52 - 92.27 62.20 68.99 82.21
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Fig. 2: Histogram of scores (negative cosine distance) in the (a)
whitebox and (b) blackbox attacks against ArcFace evaluated on
the MOBIO dataset.

whitebox attack is slightly closer to genuine distribution than that
of blackbox attack, which is expected as we have the whitebox
knowledge of the system and use the same feature extractor in the
training. Meanwhile, the score distribution for reconstructed face
images of blackbox attack is still closer to the score distribution
of genuine pairs than the distribution of zero-effort impostor pairs.

To evaluate the effect of each term in our loss function, as
an ablation study, we train our network with different loss terms
in Eq. 4. Fig. 3 compares the reconstruction performance of
models trained with different loss functions in terms of SAR for
different values of the system’s FMR. According to these results,
the ID loss and the DSSIM loss terms improve the reconstruction
performance. In particular, the ID loss (using another feature
extractor method) significantly enhances the SAR in our method.

4. CONCLUSION

In this paper, we proposed a blackbox method to reconstruct face
images from facial embeddings using a CNN-based structure. We
used a multi-term loss function and in particular proposed to use
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Fig. 3: Ablation study on the effect of each term in our
loss function on reconstruction performance using ArcFace
embeddings evaluated on (a) MOBIO and (b) LFW datasets.

another feature extractor trained for face recognition and minimize
the embeddings extracted from the original and reconstructed face
images. We evaluated our face reconstruction method for five
state-of-the-art face recognition models on the MOBIO and LFW
datasets. The experimental results show that our method outper-
forms previous blackbox face reconstruction methods in terms of
the adversary’s success attack rate in entering the face recognition
system. Furthermore, our ablation study shows that applying ID
loss using a different feature extractor can significantly improve
the success attack rate.
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