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Abstract

A range of behavioral and contextual factors, including eating and drinking behavior, mood, social

context, and other daily activities, can significantly impact an individual’s quality of life and overall well-

being. Therefore, inferring everyday life aspects with the use of smartphone and wearable sensors, also

broadly known as mobile sensing, is gaining traction across both clinical and non-clinical populations

due to the widespread use of smartphones around the world. Such inferences are of use in mobile

health apps, mobile food diaries, and generic mobile apps. However, despite the long-standing promise

in the domain, realizing the full potential of models, in the wild, is still far from reality due to two

primary deployment challenges: the generalization and personalization of models. In addition, there

are understudied domains, such as eating and drinking behavior modeling with multimodal mobile

sensing and machine learning. Hence, this thesis delves into the realm of multimodal mobile sensing

with an eye for the generalization and personalization of models, exploring a range of novel inferences

at the intersection of eating and drinking behavior, mood, daily activities, and context.

After introducing the topic in the first chapter and discussing data collection in the second, we expand

on passive sensing for drink behavior modeling using multimodal sensor data in the third chapter. The

fourth chapter demonstrates how smartphone sensors can infer self-perceived food consumption levels

with personalized models. The fifth chapter showcases how phone sensors could be used to infer eating

events with personalized models. The sixth chapter highlights the challenge of generic mood inference

models struggling to adapt to specific contexts like eating. To tackle this, we propose a personalization

technique to enhance model performance even with limited data. In the next three chapters, we delve

further into the realm of model generalization within the context of multimodal mobile sensing. We also

investigate the impact of personalization on generalization performance. Specifically, we investigate

model generalization across countries—a problem that has been scarcely addressed in prior research.

To this end, in the seventh chapter, we examine the generalization capabilities of mood inference

models, while the eighth chapter focuses on the generalization of models for complex daily activity

recognition. Upon highlighting the limitations of model generalization in the aforementioned chapters,

we introduce a novel technique to enhance model generalization in the context of multimodal sensor

data in the ninth chapter.

In summary, this thesis offers an extensive exploration of novel inferences and deployment challenges

in multimodal mobile sensing. First, the thesis explores eating and drinking behavior and its interplay

with mood, social context, and daily activities, viewed through the lens of both model personalization

and generalization. Additionally, the thesis delves into the challenge of cross-country generalization

for mobile sensing-based models and presents a novel deep learning architecture for unsupervised

domain adaptation, yielding enhanced performance in unfamiliar domains. As a result, this thesis

contributes both empirically and methodologically to the fields of ubiquitous and mobile computing

and digital health.
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Résumé

Un ensemble de facteurs comportementaux et contextuels, notamment le comportement en ma-

tière d’alimentation et de consommation d’alcool, l’humeur, le contexte social et d’autres activités

quotidiennes, peuvent avoir un impact significatif sur la qualité de vie et le bien-être général d’un

individu. Par conséquent, l’inférence des aspects de la vie quotidienne à l’aide de smartphones et

de capteurs portables, également connue sous le nom de détection mobile, gagne du terrain auprès

des populations cliniques et non cliniques. Cependant, malgré des promesses de longue date dans le

domaine, accomplir le plein potentiel des modèles, dans la nature, est encore loin d’être une réalité

en raison de deux principaux défis liés au déploiement : la généralisation et la personnalisation des

modèles. Par conséquent, cette thèse explore le domaine de la détection mobile multimodale avec un

intérêt pour la généralisation et la personnalisation des modèles, explorant une gamme de nouvelles

inférences à l’intersection du comportement alimentaire, du comportement de consommation d’alcool,

de l’humeur, des activités quotidiennes et du context

Nous nous appuyons, dans le troisième chapitre, sur les recherches antérieures en détection pas-

sive dans le domaine de la modélisation du comportement de consommation d’alcool et montrons

comment les données de capteurs multimodaux peuvent améliorer la compréhension du contexte

social lors d’événements de consommation d’alcool. Dans le quatrième chapitre, illustrez comment

les capteurs des smartphones peuvent indiquer les niveaux de consommation alimentaire perçus

par les individus. Le cinquième chapitre démontre comment les capteurs des smartphones peuvent

fournir des indices liés aux événements alimentaires, facilitant ainsi l’inférence de tels événements

grâce à des modèles personnalisés. Dans le sixième chapitre, nous révélons que les modèles génériques

d’inférence d’humeur, entraînés avec des données collectées dans divers contextes, pourraient avoir

du mal à bien généraliser à des situations spécifiques comme dans le cas d’événements alimentaires,

ce qui entraînerait une diminution des performances. Nous introduisons une nouvelle technique de

personnalisation qui améliore les performances individuelles même avec des données limitées.

Dans la partie suivante de la thèse, nous étudions également l’impact de la personnalisation sur les

performances de généralisation. Plus précisément, nous nous penchons sur le défi de la généralisation

des modèles à travers les pays, un problème qui a à peine été abordé dans les recherches antérieures.

Dans le septième chapitre, nous examinons les capacités de généralisation des modèles d’inférence

d’humeur, tandis que le huitième chapitre se concentre sur la généralisation de modèles de reconnais-

sance d’activités quotidiennes complexes. Après avoir souligné les limites de la généralisation, nous

introduisons, dans le neuvième chapitre, une nouvelle technique pour améliorer la généralisation des

modèles dans le contexte de données provenant de capteurs multimodaux.

En résumé, cette thèse propose une exploration approfondie de nouvelles inférences et des défis liés

au déploiement dans le domaine de la détection mobile multimodale.
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1 Introduction

1.1 Research Context

Over the past decade, smartphones have undergone rapid evolution, becoming pervasive devices due

to advancements in various fields, including hardware (such as CPU and GPU) [128], deep learning

[541, 219], telecommunication [541], and human-computer interaction [419, 103]. These technological

progressions, coupled with their associated benefits, have firmly entrenched smartphones as integral

components in people’s lives. A study indicates that smartphone adoption among young adults aged

18 to 29 years in the United States is 96% [344], while further analyses shed light on how smartphones

influence human behavior, underscoring their profound integration into the lives of millions [479].

Smartphones offer enhanced user-friendliness and interactivity while possessing the capability to

gather and process substantial volumes of passive contextual data in real-time [415]. Furthermore, the

existence of app distribution platforms such as the Google Play Store [186] and Apple App Store [21] has

facilitated the seamless distribution of smartphone applications by both developers and researchers,

reaching millions of users worldwide.

Mobile sensing refers to the utilization of the various built-in sensors in mobile devices such as smart-

phones and wearables, including accelerometers, compasses, gyroscopes, GPS, microphones, and

cameras, to collect data for a wide range of applications [268, 325]. The use of mobile sensing for behav-

ior and health monitoring gained prominence around two decades ago, as researchers began exploring

the use of wearable sensors to monitor behavioral patterns, health conditions, and lifestyles [151, 387,

398]. However, the translation of this research into real-world settings remained limited due to various

factors, including the high costs associated with creating wearable devices, prevailing attitudes towards

wearable technology, and challenges in distributing such devices to broader populations. As a result,

much of the research efforts were confined to controlled laboratory environments. The landscape

shifted with the widespread adoption of mobile phones during the 2000s, mitigating several of these

impediments. The increasing embrace of mobile phones, particularly among the youth, altered the

dynamics and prompted an increase in literature on the potential and applicability of mobile phone

sensing for large-scale applications. A seminal contribution in this trajectory is Reality Mining [143],

which demonstrated the capacity of smartphone sensing to passively collect contextual data (such as

GPS traces, Bluetooth interactions, app usage, and charging events) in real-world contexts involving a

substantial number of individuals (100+) over an extended time frame (1 year). Initiatives like UbiFit

Garden [105], Nokia-Idiap Mobile Data Challenge [274], and MyExperience [159] further illustrated

the capabilities of mobile phones in processing data acquired from both external and internal sensors,
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combined with self-reports, to facilitate everyday life behavior analysis.

1.1.1 “In the Wild” vs. “In Lab” Studies

In the realm of behavioral research, studies can be broadly categorized into controlled ‘in lab’ settings

and real-world ‘in the wild’ environments [437]. ‘In lab’ studies take place in controlled laboratory set-

tings, providing researchers with precise control over variables and conditions, ensuring experimental

rigor and reproducibility [300]. These studies are valuable for investigating specific hypotheses and

isolating particular factors. On the other hand, ‘in the wild’ studies occur in real-world, uncontrolled

settings, allowing researchers to explore behaviors, interactions, and phenomena as they naturally

occur [406, 143]. While ‘in-lab’ studies offer controlled environments, they might not fully capture the

complexities and nuances of real-world behaviors. In contrast, ‘in the wild’ studies provide a more

ecologically valid understanding of human behaviors but present challenges like variability, unpre-

dictability, and limited control over extraneous factors. This thesis specifically focuses on ’in the wild’

studies, emphasizing the exploration of behaviors and interactions in real-world settings. While ‘in the

wild’ studies provide a more holistic and authentic understanding of behaviors, they also introduce

significant challenges due to the uncontrolled and dynamic nature of the environment. Factors such as

diverse contexts, varying user behaviors, and technological limitations can impact data collection and

analysis in complex ways.

1.1.2 Passive Sensing and Self-Reports in “In the Wild” Studies

The main sources of data considered in the thesis are passive sensing and self-report data collected

using mobile applications. These two data types are discussed below.

Passive Sensing

Passive sensing, within the realm of mobile and wearable computing, refers to the unobtrusive and

continuous collection of data from users’ devices without requiring active user input or explicit interac-

tions [268]. It involves the extraction of information from various sensors embedded in smartphones,

smartwatches, and other devices, capturing users’ behaviors, activities, and environmental context as

they go about their daily routines [325]. This approach offers several advantages, including minimizing

user burden and avoiding disruptions to natural behaviors, thereby providing a more holistic and

accurate representation of individuals’ experiences and interactions with their surroundings. Passive

sensing leverages data from sensors in devices to infer various aspects of users’ everyday lives, such as

physical activity, location, social interactions, sleep patterns, and even emotional states [268, 325, 492].

This rich stream of data enables researchers and developers to gain insights into human behaviors and

well-being, paving the way for the design of personalized applications, interventions, and services that

cater to users’ needs in a minimally intrusive manner.

In our prior work [325], we developed a taxonomy for passive sensing modalities, separating them into

continuous and interaction sensing modalities, as discussed below. Throughout many chapters of this

thesis, we use data from both these modalities for training machine learning models. Hence, we use

the term "multimodal mobile sensing" to refer to both continuous and interaction sensing modalities.

Continuous Sensing Modalities. These modalities involve the unintrusive collection of user data

without requiring explicit interactions or system events. These modalities utilize sensors embedded
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in smartphones to provide continuous data streams, with sampling rates and logging frequencies

determined based on research needs and performance considerations. The accelerometer and gyroscope

data are widely used modalities, and they capture the movement patterns of individuals by leveraging

the common practice of keeping smartphones in pockets, bags, or hands. Studies have employed

three main approaches: utilizing raw accelerometer data for statistical analysis [55, 454, 30], employing

external APIs like the Google Activity Recognition API [183] for activity inference [545, 150], and

developing custom activity recognition algorithms [417, 544]. The proximity sensor detects the presence

of objects near the phone’s screen and has been used to determine phone placement or presence in

pockets [30]. Location sensing, perhaps the most prevalent modality, has been used to derive various

behavioral patterns such as travel distances, time spent at specific locations, and points of interest

[77, 30, 418]. Ambient light sensors have been employed in studies to measure lighting conditions,

potentially influencing mental well-being [305, 30, 545, 288]. The audio sensor captures soundscapes

and conversations, with applications ranging from emotion inference to sleep pattern detection [300,

418, 468, 544]. WiFi and Bluetooth data are predominantly used for understanding context, such as

determining physical proximity and co-location [454, 305, 30, 545].

Interaction Sensing Modalities. Interaction sensing modalities do not rely on physical sensors, yet

capture valuable data about users’ interactions with smartphones, hence capturing users’ phone usage

behavior in different situations [325]. The hypothesis is that phone usage behavior is closely tied to

other everyday life activities, especially in young adults. Hence, the expectation is that phone usage

behavior would capture cues regarding more complex daily life behaviors [359, 4]. These modalities are

software-based and exploit events triggered within the smartphone system. The informativeness of

these methods depends on users’ phone usage patterns. Examples include phone calls, messages, app

usage, browsing history, calendar activities, typing events, touch events, and lock/unlock events. These

data have often been harnessed as direct proxies for either behavioral or socio-psychological traits in

phone users. Phone call and message events have been extensively used in studies to capture virtual

sensing modalities related to the socio-psychological traits of young adults. Research has explored

their connections to mental well-being [285], and even inferred behaviors like drinking episodes [454].

Various features, such as the number of calls, messages, call duration, and message length, have been

derived from these modalities. These features have been linked to stress, emotions, and drinking

behaviors, showcasing their potential as proxies for socio-psychological traits [468, 453, 60, 61]. App

usage and browsing history offer insights into users’ behavioral patterns. Categorizing smartphone apps

by type, and considering app launch events and usage duration, provides a fine-grained understanding

of users’ daily routines and circadian rhythms [454, 136, 135, 359]. Additionally, browsing history

can be leveraged to generate meaningful features [454, 285]. Phone usage events, including screen

on/off times, typing dynamics, touch events, and lock/unlock actions, have shown strong correlations

with behavioral and socio-psychological traits [5, 453, 30, 454, 545]. For example, the screen on/off

times have been linked to stress levels and phone usage behavior [453], with features such as screen

unlocks per minute differing between drinking and non-drinking episodes. In summary, interaction

sensing modalities have frequently been employed to generate features as proxies for psychological

and behavioral traits.

Self-Reports

The use of self-reports plays a pivotal role in in the wild mobile sensing studies to capture data regarding

various aspects of everyday life [325, 393]. Often, in many studies, self-reported aspects have been

considered as ground truth when training machine learning models. These data can be categorized

into various types and trigger contexts, shedding light on the diverse approaches researchers take to
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capture data.

Types of Self-Reports. Structured questionnaires and Ecological Momentary Assessments (EMA) are

the most prevalent methods employed to collect explicit self-report data [468, 454, 55, 357, 475, 544].

These techniques involve posing questions to users, either about their current state or past experiences,

which range from mood and emotions to eating and sleeping behaviors. Researchers often design

questionnaires based on established models and psychological principles to ensure the robustness of

the data collected [325]. In addition, photos and videos have also been used in the past as means of

self-reporting [454, 469]

Trigger Contexts of Self-Reports. Self-reporting can be initiated in various contexts. The in-situ approach

prompts users to report on their current situation or feelings, offering accurate real-time insights [285,

5, 544, 55]. This method has been adopted to capture mood, alertness, eating habits, and more. In

contrast, retrospective reporting asks users to recollect past experiences, such as their mood earlier

in the day or what they ate for lunch [30, 357, 453, 67]. This method trades real-time accuracy for

convenience and allows for a more comprehensive view of behaviors. Some studies also encourage

users to self-initiate reporting, either in an in-situ or retrospective manner, with or without reminders.

Reminders, often in the form of push notifications [454, 468], are used to nudge users to provide

self-reports, enhancing compliance and participation. However, the frequency and timing of reminders

must be carefully managed to strike a balance between engagement and user comfort.

In conclusion, self-reporting plays a pivotal role in mobile sensing studies. While the ultimate goal is

to gather as few (or none) self-reports from users as possible, achieving this requires the study and

development of various algorithms that rely on self-reports. Researchers employ a range of techniques,

encompassing structured questionnaires and multimedia integration, to comprehensively capture

behaviors, emotions, and contexts. The choice of trigger context, whether in situ, retrospective, or self-

initiated, influences the granularity and accuracy of the collected data. By harnessing these techniques,

researchers can gain invaluable insights into the intricate interplay among behaviors, contexts, and

well-being. In this thesis, we explore various types of self-reports, and discuss their effect on model

performance.

1.2 Motivation

By combining multimodal mobile sensing data and self-reports in the context of in the wild studies,

this thesis has two primary motivations. First, to deepen the understanding of how multimodal mobile

sensing and machine learning could be used to understand eating and drinking behavior and its

interplay with mood, context, and everyday life activities. This is illustrated in Figure 1.1. Second, from

a machine learning perspective, to explore the use of generic/one-size-fits models, generalized models,

and personalized models for inferences, focusing on generalization and domain adaptation of models.

This is summarized in Figure 1.2.

1.2.1 Understanding the Interplay between Eating and Drinking Behavior, Mood,
Daily Activities, and Context

Individuals across various age groups exhibit distinct lifestyles, behavioral patterns, cognitive processes,

and biological characteristics [433, 102]. Young adults, typically aged between 16 and 35 years, navigate

unique life circumstances in comparison to older generations, manifesting in divergent activities,
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Figure 1.1: High-level overview of application areas covered in the thesis. The three main topics are
eating or drinking behavior, activity or content, and mood. Most chapters focus on either two or three
of the above application areas.

social interactions, dietary choices, and even their physical and mental health conditions [390, 218,

370, 500, 497, 124]. This demographic group encompasses individuals engaged in pursuits such as

education, early career stages, the initial years of marriage, unemployment, or combinations thereof.

In light of this life stage, it is recognized that negative mood, anxiety, obesity, alcohol/smoking/drug

dependencies, and unhealthy eating habits are prevalent among young adults [203, 204, 395, 497],

with the underlying reasons for these issues differing from those affecting individuals in other age

groups. For instance, the negative mood among undergraduate students can often be attributed to

the demanding academic workload, whereas a person aged 40-50 may experience such conditions

due to familial or occupational pressures [220]. Hence, monitoring and inferring such everyday life

aspects through the use of multimodal smartphone sensors and machine learning is gaining traction

across both clinical and non-clinical research, especially targeting young adults among whom the

device usage is high. In recent work, multimodal mobile sensing has been used to model a plethora of

everyday life aspects of predominantly young adult populations, focusing on mood [285, 468], stress

[453, 74], brain activity [375], alcohol drinking behavior [454, 30], eating behavior [354, 355, 55], and

daily activities [494] among many other aspects. However, beyond the current inferences that have

been examined, there is a need for deeper understanding regarding eating and drinking behavior

and its interplay with mood, social context, and daily activities with the use of mobile sensing, which

Chapters 3-6 of this thesis focus on.

1.2.2 Generalization and Personalization of Models

Multimodal mobile sensing for monitoring everyday life behavior offers the potential to significantly

impact individuals’ well-being and quality of life [325]. However, the deployment of such sensing-based

models in the wild comes with challenges that need to be addressed because of the heterogeneity of

devices, geographical differences, and individual behaviors. Hence, more often than not, even for

simple inferences, generic/one-size-fits-all models do not provide adequate performance, and hence,

personalized models are needed [329]. However, model personalization is hindered by the inherent

difficulty in obtaining sufficient labeled data from individual users, necessitating the development of

techniques that can effectively personalize models within the constraints of limited label availability.

Before personalization, which is adapting the model to an individual, an intermediate step could

be achieving model generalization to a specific domain or context (e.g., if a model is trained with

data collected in the United Kingdom, rather than directly personalizing the model to a user in India,
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Figure 1.2: High-level overview of machine learning models covered in the thesis. The three main
categorizations are chapters examining generic models, generalized models, and personalized models.
Most chapters focus on either two or three of the above model types.

the model could be adapted to India for better generalization, which then could be personalized).

However, achieving model generalization poses its own set of challenges, given the high heterogeneity

observed in user behaviors across various situated contexts, such as different countries and time

frames [247, 569]. Previous research in mobile sensing has often overlooked the crucial aspect of model

generalization due to limitations related to available datasets and machine learning methodologies

[325, 569]. Moreover, conducting longitudinal passive and multimodal sensing studies to gather diverse

datasets is a costly endeavor, resulting in previous research relying heavily on surveys and sensor data

from specific populations within limited time frames. Often in academic research, these populations

consist of individuals associated with the researchers’ specific universities, limiting the scope of data

collection and model training to a particular geographic and temporal context [325, 569]. To ensure

practical, real-world implementation of mobile sensing models, it is imperative to evaluate their

performance across diverse datasets, ensuring their generalizability. In case of a lack of generalizability,

methods need to be developed to achieve better generalization. Chapters 4-9 of this thesis focus on

these aspects from different perspectives.

In summary, this thesis has two primary objectives. First, as application areas, this thesis delves into

understanding the eating and drinking behavior of young adults, and its interplay with mood, daily

activities, and context by using multimodal mobile sensing data and machine learning (Figure 1.1).

Then, from a machine learning standpoint, this thesis delves into using generic one-size-fits-all models,

generalized models that cater well to specific populations or contexts, and personalized models that

cater well to individuals (Figure 1.2). Hence, the thesis looks into novel inferences regarding everyday

life while also examining how deployment challenges such as model generalization and personalization

affect those inferences.

1.3 Summary of Contributions and Dissertation Outline

The contributions of this thesis, together with the corresponding chapters, are the following:
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• Datasets (Chapter 2): We contributed to two mobile sensing data collection efforts that aimed to

understand the everyday life behavior of young adults. These data collections were done together

with partners from over ten countries in the context of the European Horizon 2020 WeNet project.

The first dataset (MEX) was collected in 2019, where over 80 college students in Mexico used a mobile

application that collected multimodal sensing data passively, together with self-reports regarding their

eating behavior, mood, and context. This study was done for approximately 60 days. The second

multi-country dataset (MUL) was collected during the 2020-2021 period, where over 670 college

students in eight countries (China, India, Mongolia, Italy, UK, Denmark, Mexico, and Paraguay) used a

mobile application that again collected passive sensing data from multiple sensors, while participants

provided ground truth regarding mood, context, and everyday life activities (including eating and

drinking behavior) with self-reports. The study was done for approximately 30 days. These two datasets

provide the basis for most of the analyses done in this thesis. The material of this contribution was

originally published in [330] and [324].

• Social Context of Drinking (Chapter 3): Prior research links alcohol drinking behavior with social

factors like relationship type and group size. Despite its significance, the impact of social context on

young adults’ drinking behavior in smartphone sensing studies remains underexplored. We investigated

weekend nightlife drinking in 241 young adults in Switzerland, over three months, using self-reports

and passive smartphone data, in the context of the SNSF Dusk2Dawn project. The used dataset is

described in [454]. Analyses revealed accelerometer, location, app usage, bluetooth, and proximity data

as indicators of social contexts. We assessed seven social context inference tasks, achieving 75%-86%

accuracy in four binary and three ternary classifications. These findings could be used to support

alcohol consumption interventions and possibly reduce reliance on self-reports for drink tracking in

health studies. The material of this contribution was originally published in [327].

• Self-Perceived Food Consumption Level (Chapter 4): While food consumption characterization

is well-established in nutrition and psychology, the potential of smartphone sensing in enhancing

mobile food diaries remains underutilized. With the MEX dataset, we introduced a novel ubicomp

task, inferring self-perceived food consumption (overeating, undereating, usual) with 87.81% accuracy

in a 3-class classification using passive smartphone sensing and self-reports. Encouragingly, 83.49%

accuracy was achieved for the same task using only smartphone sensing data and meal times. This has

the potential to support context-aware and user-friendly mobile food diary apps. We also explored

personalization techniques that allow for better performance. The material of this contribution was

originally published in [330].

• Sensing Eating Events (Chapter 5): While previous work has addressed eating event detection using

wearables, utilizing smartphones alone for this purpose remains an open challenge. This chapter

introduced a framework for inferring eating versus non-eating events through passive smartphone

sensing, evaluated on 58 college students in the MEX dataset. We showed that factors such as time of

day, screen on and off events, activity data from accelerometer data, app usage, and location contribute

to distinguishing eating events. Using population-level machine learning models, eating events can

be inferred with an area under the receiver operating characteristic curve (AUC) of 0.65, which can be

further enhanced to 0.81 with user-level and hybrid models, employing personalization techniques.

Notably, users exhibit diverse behavioral patterns around eating episodes, necessitating specific feature

groups for fully personalized models. The material of this contribution was originally published in

[323].

• Mood while Eating (Chapter 6): While phone sensor data have been separately used to investigate

eating behavior and mood within mobile food diaries and health apps, there is a (1) a lack of studies
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on the generalization of mood inference models from passive sensor data to specific contexts like

eating; (2) a lack of research examining the intersection of mood and eating using sensor data, and (3)

insufficient exploration of model personalization techniques in constrained label settings, common

in mood inference. This chapter addresses these gaps by analyzing eating behavior and mood in

the MEX and MUL datasets, incorporating passive smartphone sensing and self-report data. Results

reveal the decreased performance of generic mood inference models in specific contexts, such as

eating, indicating a lack of model generalization. We also introduced a novel community-based

personalization approach, achieving mood-while-eating inference accuracy of 80.7%, outperforming

traditional methods. The material of this contribution is under review.

• Generalization of Mood Inference Models (Chapter 7): Even though mood inference with mobile

sensing data has been studied in prior work, limited attention has been given to the cross-country gen-

eralization of models. In this chapter, we examined the MUL dataset, collected across eight countries,

to explore the impact of geographical diversity on mood inference models. We evaluated approaches

tailored to individual countries, continents, cross-country scenarios, and hybrid models in two mood

inference tasks. We showed that partially personalized country-specific models performed the best

yielding AUC scores of the range 0.78-0.98 for two-class (negative vs. positive valence) and 0.76-0.94 for

three-class (negative vs. neutral vs. positive valence) mood inference. Hence, our findings highlight the

superior performance of partially personalized, country-specific models and the challenges faced by

country-agnostic models, shedding light on model generalization issues across countries. The material

of this contribution was originally published in [324].

• Generalization of Complex Activity Recognition (Chapter 8): Following a similar analysis strategy

to Chapter 7, we analyzed multimodal mobile sensing data and self-reports from 637 college students

in five countries (a subset of the MUL dataset) and introduced a challenging 12-class daily activity

recognition task. While the generic multi-country approach achieved an AUC of 0.70, country-specific

models outperformed it with AUC scores between 0.79 and 0.89. Our results highlighted the impor-

tance of diversity-aware methods to advance smartphone sensing research across countries. We also

emphasized the lack of model generalization across countries without labeled data from individuals in

target domains. The material of this contribution was originally published in [24].

• Unsupervised Domain Adaptation for Multimodal Sensor Data (Chapter 9): The challenge of

distribution shift hinders real-world deployment of mobile sensing models, leading to lack of general-

ization as found in Chapters 7 and 8. While a solution for this—domain adaptation has been addressed

in computer vision and natural language processing, mobile sensing research has rarely examined

unsupervised domain adaptation for multimodal sensor data. To bridge this gap, we introduced an

unsupervised domain adaptation method for multimodal mobile sensing using multi-branch adversar-

ial training. Through extensive experiments involving two datasets (MUL and WEEE [166, 18]), three

inference tasks, and 14 source-target domain pairs (regression and classification), we demonstrate its

effectiveness in unseen domains. Compared to the direct deployment of source-trained models, our

approach yields up to 12% AUC improvement in classification tasks and up to 0.13 mean absolute error

(MAE) reduction in regression tasks. The material of this contribution is under review.

1.4 Publications

This dissertation is a compilation of six journal publications and one conference publication. Co-

primary authorship is marked with * mark.

Journal Papers
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1.4 Publications

• Lakmal Meegahapola, Florian Labhart, Thanh-Trung Phan, and Daniel Gatica-Perez. "Examining

the Social Context of Alcohol Drinking in Young Adults with Smartphone Sensing". Proceeding of

the ACM on Interactive, Mobile, Wearable, and Ubiquitous Technologies (IMWUT/UbiComp).

2021. ACM, New York, USA.

• Lakmal Meegahapola, Salvador Ruiz-Correa, Viridiana del Carmen Robledo-Valero, Emilio

Ernesto Hernandez-Huerfano, Leonardo Alvarez-Rivera, Ronald Chenu-Abente, and Daniel

Gatica-Perez. "One More Bite? Inferring Food Consumption Level of College Students Using

Smartphone Sensing and Self-Reports". Proceeding of the ACM on Interactive, Mobile, Wearable,

and Ubiquitous Technologies (IMWUT/UbiComp). 2021. ACM, New York, USA.

• Lakmal Meegahapola, William Droz, Daniel Gatica-Perez, et al. "Generalization and Person-

alization of Mobile Sensing-Based Mood Inference Models: An Analysis of College Students in

Eight Countries". Proceeding of the ACM on Interactive, Mobile, Wearable, and Ubiquitous

Technologies (IMWUT/UbiComp). 2023. ACM, New York, USA.

• Lakmal Meegahapola, Hamza Hassoune, Daniel Gatica-Perez. "M3BAT: Unsupervised Domain

Adaptation for Multimodal Mobile Sensing with Multi-Branch Adversarial Training". Under

Review. 2023.

• Wageesha Bangamuarachchi*, Anju Chamantha*, Lakmal Meegahapola*, Salvador Ruiz-Correa,

Indika Perera and Daniel Gatica-Perez. "Sensing Eating Events in Context: A Smartphone-Only

Approach". IEEE Access, vol. 10, 2022.

• Wageesha Bangamuarachchi*, Anju Chamantha*, Lakmal Meegahapola*, Haeeun Kim, Sal-

vador Ruiz-Correa, Indika Perera and Daniel Gatica-Perez. "Inferring Mood-While-Eating with

Smartphone Sensing and Community-Based Model Personalization". Under Review. 2023.

Conference Papers

• Karim Assi*, Lakmal Meegahapola*, William Droz, Daniel Gatica-Perez, et al. "Complex Daily

Activities, Country-Level Diversity, and Smartphone Sensing: A Study in Denmark, Italy, Mongolia,

Paraguay, and UK". Proceedings of the ACM Conference on Human Factors in Computing

Systems (CHI ’23). 2023. ACM, New York, USA.

In addition to the papers mentioned above, I wrote three additional papers as first author during my

doctoral studies (not included in the dissertation for space reasons):

• Lakmal Meegahapola, Salvador Ruiz-Correa, and Daniel Gatica-Perez. "Alone or With Others?

Understanding Eating Episodes of College Students with Mobile Sensing". In Proceedings of the

19th International Conference on Mobile and Ubiquitous Multimedia (MUM ’20). 2020. ACM,

New York, USA.

• Lakmal Meegahapola, Salvador Ruiz-Correa, and Daniel Gatica-Perez. "Protecting Mobile Food

Diaries from Getting Too Personal". In Proceedings of the 19th International Conference on

Mobile and Ubiquitous Multimedia (MUM ’20). 2020. ACM, New York, USA.

• Lakmal Meegahapola and Daniel Gatica-Perez, "Smartphone Sensing for the Well-Being of Young

Adults: A Review". IEEE Access, vol. 9. 2021.
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Chapter 1. Introduction

Finally, I contributed to several additional papers as co-author.

• Laura Schelenz, Ivano Bison, Matteo Busso, Amalia de Götzen, Daniel Gatica-Perez, Fausto

Giunchiglia, Lakmal Meegahapola, and Salvador Ruiz-Correa. "The Theory, Practice, and Ethical

Challenges of Designing a Diversity-Aware Platform for Social Relations". In Proceedings of the

AAAI/ACM Conference on AI, Ethics, and Society (AIES ’21). 2021. ACM, New York, USA.

• Florian Labhart, Skanda Muralidhar*, Benoit Massé*, Lakmal Meegahapola*, Emmanuel Kuntsche,

Daniel Gatica-Perez. "Ten seconds of my nights: Exploring methods to measure brightness, loud-

ness and attendance and their associations with alcohol use from video clips". PLOS ONE 16(4).

2021.

• Emma Bouton-Bessac, Lakmal Meegahapola, Daniel Gatica-Perez. "Your Day in Your Pocket:

Complex Activity Recognition from Smartphone Accelerometers". In Proceedings of the 16th

EAI Pervasive Computing Technologies for Healthcare (PervasiveHealth). Lecture Notes of the

Institute for Computer Sciences, Social Informatics and Telecommunications Engineering, vol

488. Springer, Cham. 2022.

• Alexandre Nanchen, Lakmal Meegahapola, William Droz, and Daniel Gatica-Perez. "Keep

Sensors in Check: Disentangling Country-Level Generalization Issues in Mobile Sensor-Based

Models with Diversity Scores". In Proceedings of the AAAI/ACM Conference on AI, Ethics, and

Society (AIES ’23). 2023. ACM, New York, USA.

• Nathan Kammoun, Lakmal Meegahapola, and Daniel Gatica-Perez. "Understanding the Social

Context of Eating with Multimodal Smartphone Sensing: The Role of Country Diversity". In

Proceedings of the 25th ACM on International Conference on Multimodal Interaction, (ICMI ’23).

2023. ACM, NY, USA.
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2 Datasets

The goal of this chapter is to introduce two datasets that were used across many chapters of the

thesis. These datasets were collected during my Ph.D. in the context of the European Horizon 2020

project WeNet, with partners in multiple countries. These partners included computer scientists, social

scientists, ethicists, design researchers, and software engineers.

2.1 Mexico Dataset (MEX)

The primary objective of this data collection was to investigate links between food consumption, mood,

and context using features derived from multimodal smartphone sensing in a cohort of college students

in Mexico. The material of this contribution was originally published in [330].

2.1.1 Mobile Application

We used a native Android mobile application called i-Log to collect data from participants [585]. The

app was developed at the University of Trento, by using Java, and data were initially stored in a SQLite

database on the smartphone. Moreover, the system used Google Firebase as a notification broker to

send push notifications. When the phone is connected to a WiFi network and the phone has sufficient

battery capacity, anonymized data were uploaded to the Cassandra DB database in secure servers,

hence freeing up the internal storage. The app had three main components: (a) a push notification

system to prompt users to complete questionnaires, (b) mobile surveys to record self-reports, and (c) a

passive smartphone sensing component to log sensor data.

Push Notification System

Given the nature of our study, we decided to use retrospective questionnaires to obtain self-reports

from users. A notification strategy is important to get ground truth at the correct time. Hence, with the

expectation of users retrospectively reporting their last food intake, we sent notifications to users three

times per day, prompting them to fill in the food intake questionnaire. Push notifications were sent

during the time slots 10.00 to 11.00 am, 3.00 to 4.00 pm, and 9.00 to 10.00 pm, which was chosen after

considering the eating behavior of participants (note that lunch and dinner times in Mexico are later

than those in the USA or most of Europe). Further, our expectation was not to collect data regarding all

food intakes but to collect as accurate data as possible regarding the three eating periods per day.
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Chapter 2. Datasets

Figure 2.1: Block Diagram of Data Collection

Food Intake Questionnaires

When users clicked a notification, the app opened, and they were asked to indicate whether they wished

to report a meal or a snack. The 9-item questionnaire was prepared with user experience in mind

such that it can be filled within 1-2 minutes. Initially, we asked people about the number of eating

episodes they had within the last four hours. Then we asked users to focus on their last food intake

and answer eight more questions that collected data, including how long ago the eating episode had

occurred (1-30 minutes ago, 30-60 minutes ago, etc.), food categories (meat, fish, bread, cereals, dairy,

etc.), social context of eating (alone, with a date, with a group of friends, etc.), semantic eating location

(home, university restaurant, cafe, etc.), and concurrent activities (reading, socializing, watching TV,

etc.). Then, two more questions were asked regarding their state of mind, including general mood

(valence) at the time of eating (5-point scale from very negative to very positive) and stress level at

the time of eating (5-point scale from very stressed to very calm). These questions were adapted from

existing literature used to determine mood and stress level [418, 285]. Moreover, similar to Vartanian et

al. [527], the app asked users to indicate their self-perceived food consumption level as (1) significantly

less food than usual, (2) slightly less food than usual, (3) about the same as usual, (4) slightly more food

than usual, and (5) significantly more food than usual.

Passive Smartphone Sensing

The average amount of time users take to provide self-reports is 6-8 minutes per day. To have a fine-

grained understanding of behavioral routines connected to eating, the app had passive smartphone

sensing capabilities to collect data regarding users throughout the day. (a) App Usage - We collected

data regarding app usage once every five seconds. Prior research has indicated that app usage behavior

could be associated with user context [572, 473] and internal states [597]; (b) Accelerometer - Prior

research has shown that accelerometer data can be used to derive activity levels of people [514, 277].

Some studies have also associated these activity levels with well-being-related aspects [418, 468]. The

app collected data from the accelerometer with a frequency of 20Hz; (c) Battery Events - Whether the

phone is plugged into a charging port and to what kind of a port it is connected (USB, alternative

current, unknown) provide cues regarding the context of users including the availability of charging

facilities nearby and also the general phone usage behavior [30]. Moreover, we collected battery level

throughout the day at every 1% change in battery level, and each time the charging status changed; (d)

Screen Events - The app logged details regarding the status of the screen, including when the screen is

turned on or off [5, 30]. These details can be used to estimate the amount of time the phone screen is
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2.1 Mexico Dataset (MEX)

on around eating events. This is an important attribute when examining eating behavior because prior

work has discussed the adverse consequences of excessive phone usage around eating episodes [503,

489, 413]; (e) Location - This sensor has been used in many studies to quantify daily movement [581,

37]. The app logged the location of users with both GPS and phone networks based on the availability

of sensors once every 10 minutes.

2.1.2 Data Collection and Pre-Processing

Participant Recruitment, Study Approach, and Ethical Considerations

This study considered participants living in San Luis Potosi City in Mexico, which has 1.2 million

inhabitants and is home to diverse student populations. We considered college students from two of

the main (private and public) universities in the city. People of this age group are tech savvy, and the

smartphone coverage among them is high [345]. In addition, young adults are open to changing their

behavior, specifically in relation to their eating and physical activity habits [435, 436, 430]. Considering

all the above factors, a campaign was launched in June 2019 to announce a mobile sensing data

challenge. Two workshops were held in August and October 2019, where the goals of the study were

introduced to potential participants, describing how data collection would be carried out, and how data

would be used for research. After a basic screening process, interested participants voluntarily filled

out a consent form and entered the study, filling out an entry questionnaire (see Figure 2.1). Then, they

installed the app on their smartphones. The average age of study participants was 23.4 years (SD: 3.51),

the mean BMI was 24.14 (SD: 4.68), and the cohort had 44% males and 56% females. As an appreciation

for participating in the study, all of them were rewarded with a gift pack and a t-shirt. Participants had

to meet certain criteria: (a) own an Android smartphone and (b) not have eating disorders like bulimia

or anorexia.

The initial phase of the study was run from September 3 to October 9, 2019. The second phase ran

between November 19 and December 12, 2019. Hence, we collected data for a total of 60 days from

84 university students. We made sure that the data collection was done during a time period with no

major examinations or university-level events that would alter the usual behavior of students. The

data summary is described in Table 2.1. Phase I involved students from University 1 (Universidad

Autónoma de San Luis Potosi), and Phase II was done at University 2 (Universidad Tangamanga).

During the data collection campaign, we sent a total of 7898 notifications to users and got 3895

responses (49.3% response rate), and 3278 of these responses corresponded to fully complete reports,

including 1911 meal reports and 1367 snack reports. After the mobile data collection phase, we

conducted ten semi-structured interviews, one eight-person focus group, and 64 short questionnaires

with open-ended questions. The goal was to understand possible links between food consumption

and the variables captured in the app, including places, times, stress, and food types. All material was

originally in Spanish, then translated to English for reporting purposes and publications. A detailed

description of the experimental procedures of the project was reviewed and approved by the local

institutional authorities at IPICYT. The institutional review included approval of a Data Protection

Impact Assessment document, a Privacy statement and Participant Consent forms, a Data Processing

agreement among project partners, and a Declaration of Commitment agreement.
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Chapter 2. Datasets

Table 2.1: Summary of Phases Including Workshop Participation and Number of Recruited Volunteers

Phase # of Days # of Participants # of Recruited Volunteers Population

I 37 32 29 (90.6%) University 1
II 23 90 55 (61.1%) University 2

Total 60 122 84 (68.9%) -

Pre-Processing the Dataset for Analysis

The goal of our analyses (Chapter 4, Chapter 5, and Chapter 6) were to investigate eating episode-level

data. Hence, we chose each food intake self-report as a data point in our dataset. To integrate sensor

and survey data, we followed an approach suggested in prior mobile sensing literature [468, 55, 454,

30], where for each event of focus, in this case for each eating episode, passive sensing data would be

aggregated using a defined time window. We selected a time window of one hour, which would mean

that for each food intake event, we aggregate passive sensing data half an hour before and after the

event starting time. We chose this time window considering prior research regarding characterizing

eating events [55] and from a preliminary analysis regarding food consumption level (explained in

Section 4.6). We started the procedure by finding the adjusted eating time because self-reports were

done retrospectively. As mentioned in the previous section, we asked users "how long before they

had the last meal". Using the answer to this question, we adjusted the timestamp of each food intake

report to estimate the actual time of the eating episode. As an example, if the time of the self-report is

2pm, the answer to the question is 30-60 minutes ago (on average 30+60/2 = 45 minutes ago), and the

adjusted time of eating is estimated as 1.15pm (2pm - 45 minutes). Hence, using the one-hour time

window, each eating event would be considered a one-hour eating episode. If the adjusted eating time

is denoted by T , the time window would be one hour from T −30 minutes to T +30 minutes. Next, we

describe how each data modality was processed to associate it with eating episodes. All the derived

features are summarized in Table 2.2. An extended description of passive sensing features is provided

in Table A.3

Accelerometer: Following an approach similar to [55, 402, 404], for each 10-minute slot of the day, we

generated features (aggregated sum of all values and sum of absolute values) using accelerometer value

for axes x, y, and z. Then, depending on the adjusted time of an eating event (T), we considered three

10-minute bins before that eating episode (T-30 to T-20, T-20 to T-10, and T-10 to T), and three 10-

minute bins after the start of the eating episode (T to T+10, T+10 to T+20, and T+20 to T+30). This way

of pre-processing led to the creation of 18 features using accelerometer values. We use abbreviations to

name the features generated using this methodology: (a) abs - calculated using absolute values of the

accelerometer data; (b) bef - feature is calculated considering data before T, from T-30 to T; and (c) aft -

feature is calculated considering data after T, from T to T+30.

Apps: App usage has been commonly used to understand human behavior in prior work [454, 285, 404].

We selected the ten most frequently used apps in the dataset. Then, during the hour associated with

the eating episode, we determined whether each of those apps was used or not, hence resulting in

binary values for features in feature group App.

Location: Using location traces, we calculated the radius of gyration (a commonly used metric in mobile

sensing [581, 37, 77]) within the hour of consideration associated with the eating episode. Moreover,

for each user, we generated stay regions throughout the whole day. Hence, using self-report labels

(home, university, etc.), we generated labels for passively sensed stay regions of users, and we call that

feature as location in our analysis. Moreover, for the location feature, we only used location degraded

in precision for location privacy reasons (keeping only four decimal points).
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Table 2.2: Summary of the 56 features used in the analysis. Feature Group describes the type of features,
and ’Examples’ are some feature names. The number in parenthesis next to categorical indicates the
number of categories in categorical features.

Feature Group - # of Features Description Type Example Features
Activity (ACC) - 18 Features derived using accelerometer numerical accx , accx abs, accz bef
App Usage (APP) - 10 Features derived using app usage categorical(2) facebook, instagram, etc.

Food Category (FOOD) - 15 Features derived using category of food categorical(2) fats & oils, meat, eggs, fish

Battery Events (BAT) - 2
Charging status
Battery level of the phone

categorical(2)
numerical

charging status
battery level

Location (LOC) - 2 Radius of gyration calculated using location numerical(1) radius of gyration
Location of the person categorical(12) location

Temporal (TIME) - 2 Hour of the day and minute of the day numerical hours, minutes

Screen (SCR) - 1 Number of screen on/off events numerical screen events
Psychological (PSY) - 2 Derived using mood and stress self-reports categorical(5) mood, stress

Context (CON) - 3 Self-reported contextual details about eating categorical activity, social, location
Overeating (OVER) - 1 Self-reported food consumption level categorical(5) overeating

Screen: Using screen-on/off events in the dataset, we calculated the number of times the screen was

turned on during the time slot, similar to prior literature [5, 30].

Battery: Similar to [30], we calculated the average battery level and also whether any charging events

were detected during the time of the eating episode. Battery and Screen events are used as proxies for

smartphone usage behavior [30, 5].

2.2 Multi-Country Dataset (MUL)

This was an extension of the MEX dataset collection and was done in a larger set of institutes. The

mobile app and experimental protocol were improved compared to the previous data collection based

on the lessons learned. Hence, we collected passive smartphone sensing and self-report data from

participants about their everyday life behavior and well-being. The ultimate goal of this pilot was to

study their behavior, including aspects such as activity, social context, eating behavior, and mood from

a mobile sensing standpoint and also to consider various diverse aspects that could potentially affect

sensing-based inferences (ranging from geographical region and gender to personality and values).

The study is summarized in Figure 2.2. The study design consisted of two main components: (a)

LimeSurvey component to collect survey responses during pre and mid-study phases and (b) Mobile

sensing app to collect sensor data and self-reports. A technical report regarding the study procedure

and future plans for dataset access will be made available in [175]. The material of this contribution

was originally published in [324].

2.2.1 LimeSurvey Questionnaires

Survey responses were captured from participants with three questionnaires sent to them before and

during the pilot at three different times. This was done to ensure that the burden on participants was

reasonable. These questionnaires were administered through the LimeSurvey platform [145].
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Figure 2.2: High-level overview of the study.

Pre-Study Diversity Questionnaire

The primary objective of this questionnaire was to capture the diversity attributes of participants

from different perspectives. As the first step, basic demographic information was captured, including

gender, age, sex, degree program, and socioeconomic status. Then, in an attempt to capture the

psychosocial profile, the 20-item Big Five Inventory (BFI) [138] and Basic Value Survey (BVS) [187] were

administered. Finally, there were several questions regarding social relationships (virtual and real) and

cultural consumption that they were interested in.

Mid-Study Questionnaire I and II

The objective of the first questionnaire was to gather more detailed information about personality using

the Jungian Scale on Personality Types [233] and Human Values Survey [461]. In addition, questions

regarding physical activity and sports, cooking and shopping habits, transport methodologies, and

cultural activities were captured. The second questionnaire consisted of the Multiple Intelligences

Profiling Questionnaire [512].

2.2.2 Mobile Application

An Android mobile application was used to capture the everyday behavior of participants using short

in-situ self-report questions. The app was developed such that data would be stored in an SQLite

database on the phone, and later, when the phone is connected to a Wifi network, data would be

uploaded to the main server and free up the local phone storage. In addition, the app could send push

notifications by using Google Firebase as a notification broker. Hence, the three main components of

the application are: (1) a push notification system that would send periodical reminders to participants

to fill in self-reports; (2) mobile time diaries to capture self-reports; and (3) a smartphone sensing

component to collect passive sensing data from multiple modalities.

Push Notifications

Given the nature of the study and the requirement to capture behavioral and situational data in a

particular moment, the app sent reminders for participants to fill in in-situ self-reports regarding their

everyday life behavior around 20 times throughout the day. In addition, start-of-the-day and end-of-

the-day questionnaires were administered at the beginning and end of the day. When a notification

was not clicked, and a participant did not complete the self-report within two hours, the notification

expired, and a new notification would be sent later. This allowed us to keep track of participant

compliance (e.g., how many self-reports were answered from the total number of notifications sent).
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Time Diaries and Start/End-of-the-Day Questionnaires

The start-of-the-day questionnaire was sent to participants at 8 am each day. It only had two questions

with five-point Likert scales (very good to very bad): (i) sleep quality and (ii) expectations about the day.

The end-of-the-day questionnaire was sent to participants at 10 pm and asked them (a) to rate their

day (five-point Likert scale; very good to very bad), (b) if they had any problems during the day (open

response), and (c) how did they solve them (open response). The time diary was sent to users once every

30-60 minutes. While this allowed capturing longitudinal behavior granularly, it also introduced user

burden. Therefore, the time diary was designed to minimize user burden and reduce completion time.

Hence, after several iterations of discussions, only four questions were included in this component: (i)

current activity: 34 activities including eating, working, attending a lecture, etc.; (ii) semantic location:

26 categories including home, workplace, university, restaurant, etc.; (iii) social context: 8 categories

including alone, with the partner, family member/s, friends, etc.; and (iv) current mood: five-point

Likert scale to capture the valence of the circumplex mood model [445] similar to LiKamwa et al. [285],

with an emoji-scale.

2.2.3 Data Collection and Pre-Processing

The app collected sensor data from a range of sensors passively. Hence, sensor data included contin-

uous sensing modalities such as accelerometer, gyroscope, ambient light, location, magnetic field,

pressure, activity labels generated by the Google activity recognition API, step count, proximity, and

available Wi-Fi and bluetooth devices. Interaction sensing modalities included application usage,

typing and touch events, on/off screen events, user presence, and battery charging events.

Participant Recruitment, Study Approach, and Ethical Considerations

The primary objective of this study was to capture data from diverse student populations. While

many facets of diversity could be captured by experimenting within the same country, it is difficult

to study geographical diversity in such a way. Hence, we conducted mobile sensing experiments in

eight countries representing Europe, Asia, and Latin America. Details regarding the data collection

are mentioned in Table 2.3. According to prior work in mobile sensing, many studies have focused on

Europe and North America, but not much research has been conducted in other world regions [325,

402]. Hence, conducting the same study with the same protocol in multiple countries allows us to

study different inferences and geographical diversity in a novel sense. The study was conducted in the

following phases.

Translation and Adaptation. In this phase, each site received the English version of the questionnaires

and the app, including time diaries and the list of sensors to be collected. These tools were evaluated

and adapted, in coordination with all the partners, to the specific context (e.g., invitation letters, type

and amount of incentives for the participants of the mobile app, privacy and ethics documentation,

etc.). Some countries made minimal changes to better adapt the questionnaire to the local situation

or academic organization. Concerning the standard scales mentioned above, the translations were

completed by a forward translator from the original English version and then validated via panel and

back-translation processes by independent translators. In addition, whenever a validated questionnaire

translation was available, we used it (e.g., the Big Five traits questionnaire is readily available in several

languages). After translation and adaptation, the tools were tested locally. A first test was conducted

to check and validate the translations and evaluate the tools’ usability. A second test was conducted
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Table 2.3: Participants of the mobile sensing data collection (countries named in alphabetical order).

Country University Participants µ Age (σ) % Women # Self-Reports
China Jilin University 41 26.2 (4.2) 51 22,289
Denmark Aalborg University 24 30.2 (6.3) 58 10,010
India Amrita Vishwa Vidyapeetham 39 23.7 (3.2) 53 4,233
Italy University of Trento 240 24.1 (3.3) 58 151,342

Mexico
Instituto Potosino de Investigación
Científica y Tecnológica

20 24.1 (5.3) 55 11,662

Mongolia National University of Mongolia 214 22.0 (3.1) 65 94,006

Paraguay
Universidad Católica
"Nuestra Señora de la Asunción"

28 25.3 (5.1) 60 9,744

UK
London School of Economics
& Political Science

72 26.6 (5.0) 66 26,688

Total/Mean 678 24.2 (4.2) 58 329,974

by sending the questionnaires to a small sample of participants, both project partners and students

from various universities. As far as questionnaires were concerned, approximately 30 participants were

involved. This test was also used to ascertain the completion times. Concerning the mobile app, a

two-week validation test was carried out.

Invitations, Pre-Study Diversity Questionnaire, and Participants. This was the first of the three phases

of the data collection. This phase started by sending an email containing the survey description,

the invitation to the first questionnaire, and information on the second part of the data collection

(sensing component) via university mailing lists. This invitation was then reiterated through four

weekly reminders to all students who still needed to complete the survey. Over 20,000 college students

were contacted with mailing lists in the initial recruitment phase. Out of the set of people who were

contacted, 13398 participants filled in the pre-study diversity questionnaire. Then, a subset of the

eligible participants was selected to participate in the second part of the study, which was done with the

mobile app. The requirements for the selection were two-fold: (i) having consented to the processing

of personal data – this required participants agreeing to release mobile data collected during the study

after anonymization, and (ii) owning an Android smartphone compatible with the app.

Mid-Study Questionnaire I, II and Mobile Sensing app. Of all the participants who completed the

pre-study diversity questionnaire, 678 participants were chosen for the next phase with the mobile

sensing app. This deployment was done between September and November 2020. The average age of

study participants was 24.2 years (SD: 4.2), and the cohort had 58% females. They were sent emails with

a specification manual to download and install the mobile sensing app. In addition, the participants

completed the mid-study questionnaire I. Reminders were sent after one week for participants who

still needed to complete the questionnaire. Then, participants completed time diaries, and sensing

data were passively collected in the mobile app. After two weeks of mobile sensing app usage, the

mid-study questionnaire II was sent to participants via email. After sending out this questionnaire,

two more weeks of mobile sensing data collection were conducted. Daily reports were produced to

facilitate monitoring the time diary survey and identify possible problems, including (1) the number

of notifications each participant responded to and (2) the amount of data collected by the individual

sensors. Using this information, local field supervisors could contact the inactive participants every

three days and support them as needed. A further element of contact was the daily sending of the

results of a daily prize, which was an additional incentive for participants.

Incentive Design. An incentive scheme was designed to motivate participants to complete time diaries

and provide sensing data. Incentives included monetary prizes for participants who completed at

18



2.2 Multi-Country Dataset (MUL)

Table 2.4: Summary of 105 features extracted from sensing data, aggregated around activity self-reports
using a time window. A detailed description of sensing modalities is provided in Appendix A.

Modality Frequency Features and Description

Location
1 sample
per minute

radius of gyration, distance traveled, mean altitude

Bluetooth
[low energy,
normal]

1 sample
per minute

number of devices (the total number of unique devices found), mean/std/min/max
rssi (Received Signal Strength Indication – measures how close/distant other
devices are)

WiFi
1 sample
per minute

connected to a network indicator, number of devices (the total number of unique
devices found), mean/std/min/max rssi

Cellular [GSM,
WCDMA, LTE]

1 sample
per minute

number of devices (the total number of unique devices found), mean/std/min/max
phone signal strength

Notifications on change
notifications posted (the number of notifications that came to the phone),
notifications removed (the number of notifications that were removed by the
user) – these features were calculated with and without duplicates.

Proximity
10 samples
per second

mean/std/min/max of proximity values

Activity
2 samples
per minute

time spent doing activities: still, in_vehicle, on_bicycle, on_foot, running, tilting,
walking, other (derived using the Google activity recognition API [183])

Steps
10 samples
per second
or on change

steps counter (steps derived using the total steps since the last phone turned on
at 10 samples per second), steps detected (steps derived using event triggered for
each new step captured on change)

Screen events on change
number of episodes (episode is from turning the screen of the phone on until the
screen is turned off), mean/min/max/std episode time (a time window could have
multiple episodes), total time (total screen on time within the time window)

User presence on change
time the user is present using the phone (derived using android API that indicate
whether a person is using the phone or not)

Touch events on change touch events (number of phone touch events)

App events
10 samples
per minute

time spent on apps of each category derived from Google Play Store [285, 454]:
action, adventure, arcade, art & design, auto & vehicles, beauty, board, books &
reference, business, card, casino, casual, comics, communication, dating,
education, entertainment, finance, food & drink, health & fitness, house, lifestyle,
maps & navigation, medical, music, news & magazine, parenting, personalization,
photography, productivity, puzzle, racing, role playing, shopping, simulation,
social, sports, strategy, tools, travel, trivia, video players & editors, weather, word,
not_found
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least 85% of time diaries (e.g., 20 Euro in Italy, 150 Kr in Denmark, etc.), cash prizes for multiple daily

winners randomly chosen from each pilot (e.g., five winners were given a prize of 5 Euro in Italy, 5 MNT

in Mongolia, etc.). In the end, three winners from each country were randomly chosen for a larger

prize (e.g., 150 Euros per person in Italy, 150 Sterling Pounds in the UK, etc.). Incentives in all countries

were designed by considering each country’s socioeconomic status and expecting all participants to be

compensated and motivated equally.

Ethical Procedures. All the survey activities and results at each site complied with the national ethical

privacy-protecting laws and guidelines, hence getting approvals from respective ethical review boards.

In addition, all the experiments, including non-European pilots, were compliant with the General Data

Protection Regulation (GDPR) [534]. Additionally, for non-European experiments, the activities and

results have been developed to comply with those of a European country for compliance purposes.

More specifically, Italian legislation was selected as the reference.

Pre-Processing the Dataset for Analysis

In feature engineering, interpretability was a key factor, as all the features were defined in a meaningful

manner. Similar to prior work in ubicomp, we used a time window-based approach for matching

sensor data to self-reports [468, 285, 330]. While different time windows can be chosen based on the

application scenario, this thesis presents results with a dataset created using a time window of 10

minutes. Hence, if the self-report occurred at time T , sensor data would be considered from T −5

minutes to T +5 minutes. However, we also considered other time windows, such as 2, 4, 15, and 20

minutes. However, results showed that the 10-minute time window performed better for the task in

Chapter 7. This could be because shorter time windows do not capture enough behaviors and contexts

around self-reports to make a meaningful prediction regarding target attributes. Prior work has also

shown that larger time windows can capture a high amount of information about user behaviors

[30, 55]. However, we can not use very large windows above 20 minutes because it would lead to a

situation where sensor data segments for self-reports might overlap, leading to data overlap between

samples. Therefore, throughout this thesis, we present results with a ten-minute time window. Why

each sensing modality was chosen has been discussed extensively in many prior studies on mobile

sensing for behavior modeling and well-being [468, 247, 454, 285, 330, 30, 55, 544, 325]. The modalities

and features crafted from each modality are summarized in Table 2.4.
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3 Examining the Social Context of Al-
cohol Drinking of Young Adults with
Smartphone Sensing

According to prior research, the type of relationship between an individual consuming alcohol and

their social environment (friends, family, spouse, etc.), as well as the group size (alone, with one

person, with a group), is linked to various aspects of alcohol consumption, including quantity, location,

motives, and mood. Despite the acknowledged significance of social context in shaping young adults’

drinking behavior, smartphone sensing research in this domain has been relatively limited. This chapter

examines the weekend nightlife drinking habits of 241 young adults in a European country, utilizing

a dataset that comprises self-reports and passive smartphone sensing data spanning three months.

Employing multiple statistical analyses, we demonstrate the informativeness of features derived from

various sensor modalities, such as accelerometer, location, app usage, Bluetooth, and proximity, in

discerning different social drinking contexts. We introduce and assess seven social context inference

tasks based on smartphone sensing data, achieving accuracy rates ranging from 75% to 86% in both

binary and ternary classifications. Additionally, we explore the feasibility of identifying the gender

composition of a friend group using smartphone sensor data with accuracies exceeding 70%. These

findings provide promising support for future alcohol consumption interventions that incorporate

users’ social context more effectively and reduce reliance on self-reports when creating drink logs for

self-tracking tools and public health studies. It is also worth noting that this research was done in the

context of the SNSF Dusk2Dawn project, and the data collection effort is mentioned in [454]. The

material of this chapter was originally published in [327].

3.1 Introduction

In western countries, alcohol consumption is a leading risk factor for mortality and morbidity [256].

The consumption of several drinks in a row, commonly referred to as binge drinking or heavy drinking,

can lead to many short-term adverse consequences not only for the person drinking (e.g., accidents,

unprotected sex, or injury [261]) but also at the family and community levels (e.g., violence, drunk

driving [272, 259]). On a larger time frame, heavy alcohol consumption can also lead to long-term

consequences, such as poor academic achievement, diminished work capacity, alcohol dependence,

and premature death [313]. Adolescence and early adulthood appear as a particularly critical period

of life for the development of risky alcohol-related behaviors since heavy alcohol consumption in

late adolescence appears to persist into adulthood [557]. In order to limit excessive drinking among

adolescents and young adults, it is essential to understand the etiology and antecedents of drinking

occasions [257]. Prior work in social and epidemiological research on alcohol has emphasized the
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importance of the social context in shaping people’s alcohol use and motives [320, 156, 257] in the

sense that the consumption of alcohol or not, and the amounts consumed, vary depending on the

presence or absence of family members [407, 518, 519, 400], of friends or colleagues [347, 380, 407,

132], and of the spouse or partner [279, 275, 291]. Additionally, a recent literature review showed that

although the type of company is generally not a significant direct predictor of alcohol-related harm,

young adults tend to experience more harm, independent of increased consumption, when they drink

in larger groups [488].

Recent developments in ambulatory assessment methods (i.e., the collection of data in almost real-time,

for example, every hour, and in the participant’s natural environment [475, 481]) using smartphones

made it possible to assess the type and the number of people present over the course of real-life

drinking occasions [260, 262]. Compared to cross-sectional retrospective surveys traditionally used

in alcohol epidemiological and psychological research, this type of approach allows the capture of

the interplay between drinking behaviors and contextual characteristics at the drinking event level

in more detail [260]. For instance, evidence shows that larger numbers of drinking companions are

associated with increased drinking amounts over the course of an evening or night [508, 480], and that

this relationship is mediated by the companions’ gender [509]. By repetitively collecting information

from the same individuals over multiple occasions, ambulatory assessment methods are able to capture

a large diversity of social contexts of real-life drinking occasions (e.g., romantic date with a partner,

large party with many friends, family dinner) with the advantages of being free of recall bias and of

participants serving as their own controls.

In addition to the possibility of capturing in-situ self-reports, smartphone-based apps have the potential

to provide just-in-time adaptive interventions (JITAI) and feedback [362, 325]. Feedback systems

primarily rely on identifying users’ internal state or the context that they are in to offer interventions

or support (feedback) [255, 486]. Leveraging these ideas, recent studies in alcohol research have

used mobile apps to provide interventions to reduce alcohol consumption using questionnaires, self-

monitoring, and location-based interventions [194, 25, 579]. Furthermore, mobile sensing research

has used passive sensing data from wearables and smartphones to infer aspects that could be useful

in feedback systems, such as inferring drinking nights [454], inferring non-drinking, drinking, and

heavy drinking episodes [30], identifying walking under alcohol influence [241] and detecting drunk

driving [119]. Hence, given that the characteristics of the social context have been identified as central

elements of any drinking event, it appears as a central target for inferring drinking occasions. However,

to the best of our knowledge, mobile sensing has not been widely used to automatically infer the

social context of alcohol-drinking events. Consider the following example to further understand the

importance of identifying social context using mobile sensing. If an app could infer a heavy-drinking

episode (as shown by [30]), it could provide an intervention. However, there is a significant difference

between drinking heavily alone or with a group of friends [478, 177]. Drinking several drinks in a row

alone might indicate that the person is in emotional pain or stressed (also known as "coping" drinking

motive) [257, 478]. However, drinking several drinks is common when young adults go for a night

out with friends [177]. In a realistic setting, for a mobile health app to provide useful interventions or

feedback, the knowledge of the social context and knowing that the user is in a heavy-drinking episode

could be vital. Hence, understanding fine-grained contextual aspects related to alcohol consumption

using passive sensing is important and could also open new doors in mobile interventions and feedback

systems for alcohol research.

Further, there is a plethora of alcohol tracking, food tracking, and self-tracking applications in app stores

that primarily rely on user self-reports [335, 328, 454]. Even though gaining a holistic understanding

of eating or drinking behavior is impossible without capturing contextual aspects regarding such
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behaviors, prior work has shown that people tend to reduce the usage of apps that require a large

number of self-reports and tend to use health and well-being applications that function passively [325].

Mobile sensing offers the opportunity to infer attributes that otherwise require user self-reports, hence

reducing user burden [325, 330, 328]. In addition, mobile sensing could infer attributes to facilitate

search acceleration in food/drink logging apps [234]. The social context of drinking alcohol is a variable

that could benefit from smartphone sensing in an alcohol-tracking application. As a whole, the idea of

using smartphone sensing, in addition to capturing self-reports, is to gain a holistic understanding of

the user context passively, which could otherwise take a long time span if collected using self-reports.

Considering all these aspects, We address the following research questions:

RQ1: What social contexts around drinking events can be observed by analyzing self-reports and

smartphone sensing data corresponding to weekend drinking episodes of a group of young adults?

RQ2: Can young adults’ social context of drinking be inferred using sensing data? What are the features

that are useful in making such inferences? Are social context inference models robust to different group

sizes?

By addressing the above research questions, our work makes the following contributions:

Contribution 1: Using a fine-grained mobile sensing dataset that captures drinking event-level data

from 241 young adults in a European country, we first show that there are differences in self-reporting

behavior among men and women, regarding drinking events done with family members and with

groups of friend/colleagues. Next, using various statistical techniques, we show that features coming

from modalities such as accelerometer, location, bluetooth, proximity, and application usage are

informative regarding different social contexts around which alcohol is consumed.

Contribution 2: We first define seven social context types, based on the number of people in groups

(e.g., alone, with another person, with one or more people, with two or more people) and the relation-

ship between the participant and others in the group (e.g., family or relatives, friends or colleagues,

spouse or partner). Then, based on the above context types, we evaluate four two-class and three

three-class inference tasks regarding the social context of drinking, using different machine learning

models, obtaining accuracies between 75% and 86%, with all passive smartphone sensing data. In addi-

tion, we show that models that only take inputs from single sensor modalities, such as accelerometer

and application usage, could still perform reasonably well across all seven social context inferences,

providing accuracies over 70%.

The chapter is organized as follows. In Section 3.2, we describe the background and related work. In

Section 3.3, we describe the study design, data collection procedure, and feature extraction techniques.

In Section 3.4 and Section 3.5, we present a descriptive analysis and a statistical analysis of dataset

features. We define and evaluate inference tasks in Section 3.6. Finally, we discuss the main findings in

Section 3.6, and conclude the chapter in Section 3.7.

3.2 Background and Related Work

3.2.1 The Social Context of Drinking Alcohol

While there are numerous definitions for the term social context in different disciplines, in this chapter,

we borrow the concept commonly used in alcohol research [264, 111, 257, 320], which refers to either
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one or both of the following aspects: (1) type of relationship: the relationship between an individual and

the people in the individual’s environment with whom she or he is engaging, and (2) number of people:

the number of people belonging to each type of relationship, with whom the individual is engaging. By

combining the two aspects, a holistic understanding of the social context of drinking of an individual

can be attained.

The consumption of alcohol is associated with different contextual characteristics. These characteristics

include the type of setting (e.g., drinking location), its physical attributes (e.g., light, temperature,

furniture), its social attributes (e.g., type, size, and sex-composition of the drinking group, ongoing

activities), and the user’s attitudes and cognition [320]. Applied to real-life situations, this conception

underlines the changing nature of the drinking context, in the sense that the variety of situations during

which alcohol might be consumed is rather large. For instance, across three consecutive days, the

same person might drink in a restaurant during a date with a romantic partner, join a large party at a

nightclub with many attendees, and finally, join a quiet family dinner at home.

Among all contextual characteristics, the composition of the social context is a central element of

any drinking occasion, since the consumption of alcohol is predominantly a social activity for non-

problematic drinkers [478]. Among adolescents and young adults, previous literature has shown that

amounts of alcohol consumed on any specific drinking occasion vary depending on the type and

number of people present [111]. The type of relationship that has received the most attention so far

is the presence of friends, in terms of number and of sex composition. Converging evidence shows

that the likelihood of drinking [52] and drinking amounts are positively associated with the size of the

drinking group [480, 508, 160]. Unfortunately, the group size is generally used as a continuous variable,

preventing the identification of a threshold at which the odds of drinking in general or drinking heavily

increase. Evidence regarding the sex composition of the group, however, provided mixed results, with

some studies indicating that more alcohol is consumed in mixed-sex groups [509, 290] while others

suggesting that this might rather be the case in same-sex groups [19]. The influence of the presence

of the partner (e.g., boyfriend or girlfriend) within a larger drinking group has not been investigated,

but evidence suggests that alcohol is less likely to be consumed and in lower amounts in a couple

situation (i.e., the presence of the partner only) [509, 227]. It should be noted that these studies only

suggest correlational links between contextual characteristics and drinking behaviors and should not

be interpreted as causal relationships.

The presence or absence of members of the family also plays an important role in shaping adolescents’

and young adults’ drinking behaviors. In particular, the presence of parents and their attitude towards

drinking are often described as being either limiting or facilitating factors, but evidence in this respect

is inconclusive. For instance, the absence of parental supervision was found to be associated with an

increased risk for drinking at outdoor locations and young adults’ homes [510], suggesting that their

presence might decrease this risk. However, another study shows that parents’ knowledge about the

happening of a party is negatively associated with the presence of alcohol, but there was no relationship

between whether a parent was present at the time of the party and the presence of alcohol [158]. Lastly,

parents might also facilitate the use of alcohol by supplying it, especially to underage drinkers [227,

172]. To sum up, evidence on the impact of the presence or absence of parents on young people’s

drinking appears mixed as this might be related to their attitude towards drinking, with some parents

being more tolerant or strict than others [385]. Lastly, it should be noted that the presence of siblings

has rarely been investigated, but unless they have a supervision role in the absence of parents, their

role within the drinking group might be similar to one of friends.
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3.2.2 Alcohol Consumption and Mobile Phones

Mobile Apps for Interventions in Alcohol Research

Many mobile apps in alcohol research focus on providing interventions or feedback to users to reduce

alcohol consumption [112, 123, 194]. Crane et al. [112] conducted a randomized controlled trial using

the app called "Drink Less", to provide interventions. This app relied on user self-reports, and they

concluded that the app helped reduce alcohol consumption. Moreover, Davies et al. [123] conducted a

randomized controlled trial with an app called "Drinks Meter", that provided personalized feedback

regarding drinking. This app also used self-reports to provide feedback. Similarly, many mobile health

applications in alcohol research that provide users with interventions or feedback primarily use self-

reports [212, 381, 79]. Regarding sensing, Gustafson et al. [194] deployed an intervention app called

ACHESS, which provided computer-based cognitive behavioral therapy and additional links to useful

websites, and this app provided interventions to users when they entered pre-defined high-risk zones,

primarily relying on location sensing capabilities of the smartphone. LBMI-A [141] by Dulin et al. is

another study that is similar to ACHESS. In summary, alcohol epidemiology research that used mobile

apps primarily targeted interventions based on self-reports or simple sensing mechanisms. Even

though many studies have identified that self-reports are reasonably accurate for capturing alcohol

consumption amounts [289], studies have also stated that heavy-drinking episodes are often under-

reported when self-reporting [374]. In addition, unless there is a strong reason for users to self-report,

there is always the risk of users losing motivation to use the app over time.

Smartphone Sensing for Health and Well-Being

Smartphones allow sensing health and well-being aspects via continuous and interaction sensing

techniques, both of which are generally called passive sensing [325]. This capability has been used in

areas such as stress [74, 300], mood [285, 485], depression [545, 77], well-being [288, 269], and eating

behavior [55, 328, 330]. If we consider drinking-related research in mobile sensing, Bae et al. [30]

conducted an experiment with 30 young adults for 28 days and used smartphone sensor data to infer

non-drinking, drinking, and heavy-drinking episodes with an accuracy of 96.6%. They highlighted the

possibility of using such inferences to provide timely interventions. Santani et al. [454] deployed a

mobile sensing application among 241 young adults for a period of 3 months to collect sensor data

around weekend nightlife events. They showed that sensor features could infer drinking and non-

drinking nights with an accuracy of 76.6%. Kao et al. [241] proposed a phone-based system to detect

feature anomalies of walking under the influence of alcohol. Further, Arnold et al. [22] deployed a

mobile application called Alco Gait, to classify the number of drinks consumed by a user into sober

(0-2 drinks), tipsy (3-6 drinks) or drunk (greater than six drinks) using gait data, obtaining reasonable

accuracies. While most of these studies focused on detecting drinking events/episodes/nights, we

focus on inferring the social contexts of drinking events.

Event Detection and Event Characterization in Mobile Sensing

Smartphone sensing deployments can be classified into two based on the study goal [325]: (a) Event

Detection (e.g., drinking alcohol, eating food, smoking, etc.) and (b) Event Characterization (character-

istics of the context that helps understand the event better – e.g., social context, concurrent activities,

ambiance, location, etc.). For domains such as eating behavior, there are studies regarding both event

detection (identifying eating events [44, 354], inferring meal or snack episodes [55], inferring food
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categories [329]) and event characterization (inferring the social context around eating events [328]). In-

ferring mood [468, 285] as well as identifying contexts around specific moods [121] has been attempted

in ubicomp. However, even though alcohol epidemiology researchers have attempted to characterize

alcohol consumption to gain a more fine-grained understanding of drinking, mobile sensing research

has not been focused on the social context aspect thus far, even though some studies have looked into

event detection [30, 454, 241, 22]. Hence, we aim to address this research gap by focusing on the social

context of drinking alcohol using smartphone sensing.

3.3 Data, Features, and Tasks

3.3.1 Mobile Application, Self-Reports, and Passive Sensing

We used a dataset regarding young adults’ nightlife drinking behavior from our group’s previous work

[454]. This dataset contains multimodal passive sensing data from phones and self-reports regarding

the drinking behavior of 241 young adults (53% men) in Switzerland during weekend nights, throughout

a period of three months, and was collected as a collaboration between alcohol researchers, behavioral

scientists, and computer scientists. In this section, we briefly describe the study design, the data

collection procedure, and the feature extraction technique. A full description regarding the ethical

approval, deployment, and data collection procedure can be found in [580, 455, 454].

Mobile App Deployment

To collect data from study participants, an Android mobile application was deployed, and this app had

two main components: (a) Drink Logger: used to collect in-situ self-reports during weekend nights

(Friday and Saturday nights, from 8.00 pm to 4.00 am next day). The app sent notifications hourly,

asking whether users wanted to report a new drink; and (b) Sensor Logger: used many passive sensing

modalities to collect data, including both continuous (accelerometer, battery, bluetooth, location, wifi)

and interaction (applications, screen usage) sensing. The application was deployed from September to

December 2014. The study participants were young adults with ages ranging from 16 to 25 years old

(mean=19.4 years old, SD=2.5). More details regarding the deployment can be found in [454].

Self-Reports

Whenever they were about to drink an alcoholic or non-alcoholic drink, participants were requested

to take a picture of it and to describe its characteristics and the drinking context using a series of

self-reported questionnaires [263]. Participants labeled the drink type using a list of 6 alcoholic drinks

(e.g., beer, wine, spirits, etc.) and six non-alcoholic drinks (e.g., water, soda, coffee, etc.). Then, in

accordance with the definition of social context we adopted in Section 3.2.1, participants reported

the type and number of people present for each of the following categories: (a) partner or spouse;

(b) family or relatives; (c) male friends or colleagues; (d) female friends or colleagues; and (e) other

people (called type of relationship in the remainder of the chapter). These five categories were adopted

from prior work in alcohol research [264]. Next, for each type of relationship, participants reported

the number of people using a 12-point scale with 1-point increments from 0 to 10, plus ‘more than

10’; with the exception of partner or spouse which could either be absent (coded as 0) or present (1).

This scale was designed to measure variations in the social context, following the assumption that

the presence of each person counts within small groups but that the additional value of each extra
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person is less important within larger groups (e.g., ten or more people). Further, information about

participants, including age, sex, occupation, education level, and accommodation, was collected in a

baseline questionnaire. Overall, by selecting self-reports of situations when participants reported the

consumption of an alcoholic drink, we were left with 1254 self-reports for the analysis.

Passive Smartphone Sensing

To gain a fine-grained understanding of users’ drinking behavior, passive sensing data were collected

during the same time period when participants self-reported alcohol consumption events. The chosen

sensing modalities were Accelerometer (ACC), Applications (APP), Location (LOC), Screen (SCR),

Battery (BAT), Bluetooth (BLU), Wifi (WIF), and Proximity (PRO). A dataset summary is given in

Table 3.1, and an extensive description is given in [454, 404].

3.3.2 Aggregation and Matching of Self-Reports and Passive Sensing Data

Prior studies that used this dataset primarily considered user-night as the point of analysis (e.g.,

inferring nights of alcohol consumption vs. no alcohol consumption [454], inferring heavy-drinking

nights [404]‘, etc.). However, in this study, we consider drink-level data that is more fine-grained. We

prepared the self-report dataset such that each entry corresponds to a drinking event. Then, to combine

sensor data and self-reports in a meaningful manner, we used the following two-phase technique,

which was adopted from prior ubicomp research [29, 468, 328, 55]:

Phase 1 (Aggregation): We aggregate raw sensor data for every ten-minute window throughout the

night. Different techniques were used for the aggregation of sensors. Hence, for a user night, we have

48 ten-minute windows from 8.00 pm to 4.00 am the next day. For each feature derived from each

sensor, we have 48 values (6 ten-minute windows per hour X eight hours per night) for a user night. For

instance, if there is a feature F1 derived from sensor S1, for each user and for each night, F1 would have

48 values that represent time windows from 8.00 pm-8.09 pm, 8.10 pm-8.19 pm, 8.20 pm-8.29 pm, until

03.50 am-03.59 am of next day.

Phase 2 (Matching): During this phase, features are matched to alcohol consumption self-reports using

a one-hour window (approximately from 30 minutes before the alcohol consumption self-report to

30 minutes after the drinking self-report). For instance, if the drinking was reported at 10.08 pm, we

calculate the average (_avg), maximum (_max), and minimum (_min) values for each feature using

values corresponding to six ten-minute windows (obtained in Phase 1) from 9.40 pm to 10.39 pm,

and match those value to the self-report. The idea behind this aggregation is to capture sensor data

around drinking events, expecting that contextual cues could be informative of different social contexts.

The summary of passive sensing features is provided in Table 3.1. These features were derived for

every ten-minute time slot throughout the night, as discussed in Phase 1 (Aggregation), resulting in a

total of 134 features. Then, in accordance with the procedure in Phase 2 (Matching), a one-hour time

window around each drinking self-report was considered. By considering the average, minimum, and

maximum of the six values corresponding to the one-hour time window, 402 passive sensing features

were included for each alcohol-drinking self-report in the final dataset. This two-phase technique is

summarized in Figure 3.2. We obtained a dataset after following this technique for all self-reports and

sensor features. We removed data points with incomplete sensor data (152 records with unavailable

sensor data, mainly location, wifi, or bluetooth data), not enough data for the matching phase (102

records for drinking events that were done between 8.00 pm-8.30 pm and 3.30 am-4.00 am), and
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Table 3.1: Summary of features extracted from mobile sensors (134). Sensor data are aggregated
for every 10-minute time slot from 8 pm to 4 am. For all the given features, average, minimum, and
maximum were calculated during the matching phase, resulting in 402 sensing features for each alcohol
consumption event.

Sensor Sensor Description
– Feature Type
(# of features)

Feature Description

Location
Location data were continuously collected for a time period of 1 minute during each 2-minute
time slot. Collected data included data source, longitude, latitude, signal strength, and accuracy.

– Attributes (10) {min., max., med., avg., std.} of avg. of speed and sensor accuracy
– Signal (3) 3 signal strengths (GPS, network, unknown)

Accelerometer

Values from all three axes of the sensor were collected 10 seconds continuously, at a frequency
of 50Hz, during every minute. We calculated (a) basic statistics from raw sensor data from the
X, Y, and Z-axes [454]; (b) aggregated statistics related to acceleration (m, mNew, dm) and signal
magnitude area (mSMA) by combining data from three axes [242, 314, 404]; and (c) angle between
acceleration and the gravity vector [404, 454].

– Raw (15) {min., max., med., avg., std.} of avg. of xAxis, yAxis, zAxis of accelerometer
– Angle (15) {min., max., med., avg., std.} of angle of xAxis, yAxis, zAxis with g vector
– Dynamic (20) {min., max., med., avg., std.} of mSMA, dm, m, mNew values

Bluetooth
The list of available devices was captured as Bluetooth logs, once every 5 minutes. Features such
as the number of devices around, signal strengths, and empty scan counts were captured.

– Count (4) number of bluetooth IDs surrounding devices, records, bluetooth scan count, empty scan count
– Strength (5) {min., max., med., avg., std.} of bluetooth strength signal of surrounding devices

Wifi
The list of available devices was captured as WiFi logs, once every 5 minutes. Features such as the
number of hotspots around, signal strengths, and empty scan counts were captured.

– Count (2) wifi record , wifi id set
– Attributes (10) {min., max., med., avg., std.} of level, frequency of wifi hotspot

Application

Applications were categorized into 33 groups (e.g., art & design, food & drink, social, games, etc.)
based on the categorization provided in Google Play Store [184]. Using the categories and running
apps, statistics such as the total number of running apps and the number of running apps based
on categories were calculated [285, 454, 404].

– Count (2) app count, app record
– Category (33) normalized 33-bin histogram of 33 application categories

Proximity Several statistical featured were derived using raw values of the proximity sensor.
– Count (1) proximity records
– Distance (5) {min., max., med., avg., std.} of distance from phone to objects

Battery
Battery levels were captured once every five minutes, and status changes were captured whenever
a change occurred. Hence, several features, including battery full, discharging, charging, battery
level, and whether the phone is plugged-in or not, were derived.

– Status (5) 5 battery statuses
– Level (5) {min., max., med., avg., std.} of battery level
– Count (2) count of battery records and plugged times

Screen
Screen data were recorded whenever the screen status changed. Using the captured data, we
derived the percentage of screen-on time.

– Usage (1) percentage of screen on time
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3.3 Data, Features, and Tasks

Figure 3.1: A schematic diagram representing the sum-
mary of the study

Figure 3.2: Diagram summarizing the two-
phase technique for combining self-reports
and sensing data

self-reports that were produced while visiting other countries (59 records, when the participant traveled

while being in the study). The final dataset contained 941 complete drinking reports with sensor

features.

3.3.3 Deriving Two-Class and Three-Class Social Context Features

In Section 3.2, we described how social contexts such as being with/without family members, friend-

s/colleagues, and spouse/partner could be associated with drinking behavior. In addition, under

Section 3.3.1, we described the type of social contexts reported by participants. Among them, features

such as with male friends/colleagues, with female friends/colleagues, and with family members had

twelve-point scales, and with partner/spouse had a two-point scale. However, for the purpose of this

analysis, we reduced the twelve-point scale to low-dimensional scales (two-point and three-point),

with the objective of capturing social context group dynamics that are meaningful in terms of drinking

events such as: being alone, with another person, or in a group of two or more. We followed the

following steps.

First, except for the feature with partner or spouse, which is already two-class, we minimized the scale

of other features to two-classes and three-classes. For two-class features, the values could be either

zero or one, whereas – zero: the participant is not with anyone belonging to the specific social context;

and one: the participant is with one or more others belonging to the specific social context (hence, in

a group). For three-class features, the values could be either zero, one, or two as follows – zero: the

participant is not with anyone belonging to the specific social context; one: the participant is with

one other person belonging to the specific social context (hence, in a group of two people); two: the

participant is with two or more people belonging to the specific social context (hence, in a larger group).

Then, we derived several new features using the existing features:

• without friends/colleagues vs. with friends/colleagues (two-class): this aggregated features about

men and women friends/colleagues into a single two-class variable by discarding the sex demo-

graphic attribute of friends/colleagues.

• without friends/colleagues vs. with another friend/colleague vs. with two/more friends/colleagues

(three-class): this aggregated features about the men and women friends/colleagues into a single

three-class feature.

• without people vs. with people (two-class): this feature combines all the two-class social contexts
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Table 3.2: Summary of social contexts in the final dataset.

Social Context Classes Interpretation

familyt wo 2 without vs. with one/more family members/relatives
partnert wo 2 without vs. with the partner/spouse
friendst wo 2 without vs. with one/more friends/colleagues
peoplet wo 2 without vs. with one/more people

familythr ee 3 without vs. with one vs. with two/more family members/relatives
friendsthr ee 3 without vs. with one vs. with two/more friends/colleagues
peoplethr ee 3 without vs. with one vs. with two/more people

Figure 3.3: Distribution of original self-report features (family, friends) and a derived feature (people)

to estimate the overall two-class social context of the user.

• without people vs. with another person vs. with two/more people (three-class): this feature

combines all the other three-class social contexts and the two-class feature with partner/spouse,

to estimate the overall three-class social context of the user.

The final set of social context features used for this study are summarized in Table 3.2. In accordance

with the definition of social context proposed in Section 3.3.3, these features capture two aspects. First,

they capture the relationships between the study participant and people engaging with the participant

during alcohol consumption. Second, they capture group dynamics for each relationship (e.g., alone,

with another person – small group of two people, with two/more people – comparatively large group,

etc.). According to prior work in alcohol research, both perspectives are important to obtain a fine-

grained understanding about drinking behavior [320, 43]. The summary of our analytical setting is

presented in Figure 3.1.

3.4 Descriptive Analysis (RQ1)

In this section, we provide a descriptive analysis regarding self-reports using demographic information,

to understand the nature of the aggregate drinking behavior of participants.

Self-Report Distribution Breakdown Based on Social Contexts: Figure 3.3 provides a distribution

of self-reports. Self-reports for partner is not shown here because it is only a binary response, and is

included in Figure 3.5. Figure 3.5 and Figure 3.6 provide a distribution of self-reports for four two-class
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3.4 Descriptive Analysis (RQ1)

Figure 3.4: Self-Reports in terms of Age

Figure 3.5: Distribution of two-class social con-
texts

Figure 3.6: Distribution of three-class social con-
texts

social contexts and three three-class social contexts, respectively. Results in Figure 3.5 show that only

47 (5.0%) drinking occasions were done alone as compared to 894 (95.0%) occasions that were done

with one/more people. Out of these 894 reports, 799 (89.4%) were reported to have happened with

two/more friends/colleagues. According to Figure 3.6, these 799 reports consist of 113 (14.1%) reports

that were done with one friend/colleague and 686 (85.9%) reports that were done with two/more

friends/colleagues, hence in a larger group. In summary, participants consumed alcohol while being

alone only on a small portion of occasions. This result is comparable to prior alcohol research, which

shows that solitary drinking episodes are less frequent as compared to other social contexts [43].

Moreover, the presence of two or more friends/colleagues was reported well over more than half of all

drinking occasions (686/941 = 72.9%). This result too is in line with prior work that states that young

adults tend to drink alcohol for social facilitation and peer acceptance [43].

Self-Report Distribution Breakdown Based on Sex: In Figure 3.7 and Figure 3.8, we present distri-

butions of self-reports, based on sex and social context pairs. Results indicate that social contexts

’people’ and ’friends’ reported more drinking occasions with one/more people, for both men and
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Figure 3.7: Self-Reports in terms of Sex and Two-
Class Social Context

Figure 3.8: Self-Reports in terms of Sex and Three-
Class Social Context

women, whereas social contexts ’partner’ and ’family’ have significantly high numbers of drinking

events that were reported to be done alone. In addition, for the social context ’friends’, Figure 3.8 shows

that the proportion of self-reports in groups of two/more (239) is just over half for women (239/416

= 57.5%), whereas for men, drinking events with two/more friends/colleagues is 75.6% (397/525),

which is almost a 20% difference for two sexes. This suggests that men reported a higher proportion of

drinking occasions in groups of two/more people. This result is consistent with prior literature that

states that men tend to drink in larger social contexts (especially with friends/colleagues) whereas

women are less likely to do so [511]. Further, women participants have reported drinking with family

members 99 times (99/416 = 23.8%), whereas men only reported to have done so 81 times (81/525 =

15.4%), which is about 9% less than women.

Self-Report Distribution Breakdown Based on Age: As shown in Figure 3.4, participants’ age ranged

from 16 to 25. Except for ages 23 and 24 (31 and 29 self-reports, respectively), all other ages had

over 70 self-reports. Moreover, the highest proportion of situations with one/more friends/colleagues

(115/121 = 95.0%) was reported by participants aged 25. The lowest proportion of situations with a

partner/spouse (0%) was reported by the same age group.

3.5 Statistical Analysis (RQ1)

3.5.1 Pearson and Point-Biserial Correlation for Social Contexts and Passive Sens-
ing Features

We conducted Pearson (PCC) [501] and Point-biserial (PBCC) [45] correlation analyses to measure the

strength and the direction of the relationships between each of the three-class (takes values 0,1, and 2)

and two-class (takes values 0 and 1) features and passive sensing features. The results of the top five

features with the highest PCC or PBCC with each social context are summarized in Table 3.3. For a

majority of social contexts (familyt wo , familythr ee , friendst wo , friendsthr ee , peoplet wo , and peoplethr ee ),

multiple accelerometer-related features were among the top five features based on the correlation

coefficient values. The exception is the social context partnert wo , where application features (e.g. food

and drink) were among the top five. However, most of the values suggested, at best, weak positive or

negative relationships.
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3.5 Statistical Analysis (RQ1)

Table 3.3: Pearson Correlation Co-efficient (PCC) and Point-Biserial Correlation Co-efficient (PBCC) for
Sensor Features and Social Contexts (two-class and three-class). With the top 5 features for each Social
Context are included in the table. p-values are denoted with the following notation: p-value≤10−4:****;
p-value≤10−3:***

.
family partner friends alone

Feature (Sensor) PBCC Feature (Sensor) PBCC Feature (Sensor) PBCC Feature (Sensor) PBCC

tw
o

-c
la

ss

angleXMax_min (ACC) 0.19 (+) **** yAxisAvgMax_avg (ACC) 0.14 (-) **** mMean_avg (ACC) 0.22 (+) **** mMed_max (ACC) 0.19 (+) ****
angleXMed_min (ACC) 0.19 (+) **** food_and_drink_avg (APP) 0.13 (+) *** mSMAMean_avg (ACC) 0.22 (+) **** mSMAMed_max (ACC) 0.19 (+) ****
angleYAvg_min (ACC) 0.18 (+) **** food_and_drink_min (APP) 0.12 (+) *** mMed_max (ACC) 0.22 (+) **** mMean_max (ACC) 0.19 (+) ****
angleXAvg_min (ACC) 0.18 (+) **** food_and_drink_min (APP) 0.12 (+) *** mSMAMed_max (ACC) 0.22 (+) **** mSMAMean_max (ACC) 0.19 (+) ****
angleYMax_min (ACC) 0.18 (+) **** zAxisAvgMin_avg (ACC) 0.12 (+) *** mMax_avg (ACC) 0.21 (+) **** dmListStd_max (ACC) 0.18 (+) ****
Feature (Sensor) PCC - - Feature (Sensor) PCC Feature (Sensor) PCC

th
re

e-
cl

as
s

angleXMed_min (ACC) 0.18 (+) **** - - mMean_avg (ACC) 0.24 (+) **** mMean_avg (ACC) 0.23 (+) ****
angleXMax_min (ACC) 0.18 (+) **** - - mSMAMean_avg (ACC) 0.24 (+) **** mSMAMean_avg (ACC) 0.23 (+) ****
angleYAvg_min (ACC) 0.18 (+) **** - - mMed_avg (ACC) 0.23 (+) **** yAxisAvgMin_min (ACC) 0.23 (-) ****
angleYMin_min (ACC) 0.17 (+) **** - - mSMAMed_avg (ACC) 0.23 (+) **** mMean_max (ACC) 0.23 (+) ****
angleXMean_min (ACC) 0.17 (+) **** - - mSMAMax_avg (ACC) 0.23 (+) **** mSMAMean_max (ACC) 0.23 (+) ****

3.5.2 Statistical Analysis of Dataset Features

Table 3.4 shows statistics such as t-statistic [249], p-value [190], and Cohen’s-d (effect size) with 95%

confidence interval (CI) [267] for the top five features in the dataset for the seven different social

contexts. For two-class social contexts, the objective is to identify passive sensing features that help

discriminate between: without people (alone) and with one/more people (group). Here, the term group

is used because it could either be a small group of two to three people or a large group of more than

ten people. Further, for three-class social contexts, the objective is to identify passive sensing features

that help discriminate between: (a) without people (alone) vs. with one person (sgroup); (b) with one

person (sgroup) vs. with two/more people (lgroup); and (c) without people (alone) vs. with two/more

people (lgroup), where sgroup and lgroup stand for small group and large group, respectively. The

features are ordered by the descending order of t-statistics and Cohen’s-d values. In addition, prior

work stated the lack of sufficient informativeness in p-values [577, 276]. For this reason, we calculated

the Cohen’s-d [429] to measure the statistical significance of features. We adopted the following rule-

of-thumb, commonly used to interpret Cohen’s-d values: 0.2 = small effect size; 0.5 = medium effect

size; and 0.8 = large effect size. According to this notion, the higher the value of Cohen’s-d, the higher

the possibility of discerning the two groups using the feature. In addition, 95% confidence intervals

for Cohen’s-d were calculated, and if the interval does not overlap with zero, the difference can be

considered as significant [276].

For the social context, familythr ee , features from the bluetooth sensor were among the top five in terms

of t-statistic and Cohen’s-d for the combination alone vs. sgroup. In addition, all the top five features

had Cohen’s-d values closer to medium effect size. Further, a total of 122 features had Cohen’s-d values

above small effect size and confidence intervals, not including zero. For the combinations sgroup vs.

lgroup and alone vs. lgroup, the majority of features were from the accelerometer, and two features

(video_player and system) were from application usage. In addition, if the hierarchy of the social

contexts alone, sgroup, and lgroup are considered, sgroup is in the middle, sandwiched by alone and

lgroup, which are further apart; hence, it would be easier to discern between these two groups. This

is indicated in the results for the combination alone vs. lgroup, which have higher t-statistics and

Cohen’s-d values (some around medium effect size) compared to the other two combinations (alone vs.

sgroup and sgroup vs. lgroup). Furthermore, for the social contexts friendsthr ee and peoplethr ee , for

all three combinations, all features in the top five in terms of both t-statistic and Cohen’s-d are from

the accelerometer. In addition, for friendsthr ee , features in the combination alone vs. lgroup had high

t-statistics and Cohen’s-d values above medium effect size. In fact, 14 features, all of which are from

the accelerometer, had Cohen’s-d values above medium effect size. In addition, for peoplethr ee , 44
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Table 3.4: t-statistic (T) (p-value≤10−4:****; p-value≤10−3:***; p-value≤10−2:**), and Cohen’s-d (C)
with 95% confidence intervals (* if confidence interval include zero). Top five features are shown in
decreasing order.

Feature T Feature C Feature T Feature C
familythr ee friendsthr ee

al
o

n
e

vs
.s

gr
o

u
p blueStrengthMax_avg (BLU) 4.41**** blueStrengthMed_avg (BLU) 0.42

al
o

n
e

vs
.s

gr
o

u
p yAxisAvgMin_max (ACC) 4.05**** dmListMean_max (ACC) 0.37

blueStrengthAvg_avg (BLU) 4.21**** zAxisAvgStd_min (ACC) 0.41 xAxisAvgStd_avg (ACC) 3.76*** xAxisAvgStd_avg (ACC) 0.34
blueStrengthMed_avg (BLU) 4.21**** mMin_min (ACC) 0.41 anglexStd_avg (ACC) 3.72*** anglexStd_avg (ACC) 0.33
blueStrengthMin_avg (BLU) 3.87*** dmListStd_min (ACC) 0.40 xAxisAvgStd_max (ACC) 3.65*** dmListMedian_max (ACC) 0.33
blueStrengthMax_min (BLU) 2.71** zAxisAvgMean_min (ACC) 0.40 yAxisAvgMax_avg (ACC) 3.55*** angleyMin_max (ACC) 0.32

sg
ro

u
p

vs
.l

gr
o

u
p zAxisAvgMean_min (ACC) 3.22** dmListMean_min (ACC) 0.38

sg
ro

u
p

vs
.l

gr
o

u
p mMedian_avg (ACC) 3.44*** yAxisAvgMin_avg (ACC) 0.38

zAxisAvgMedian_min (ACC) 3.08** zAxisAvgStd_min (ACC) 0.36 mMean_avg (ACC) 3.43*** yAxisAvgMean_avg (ACC) 0.35
video_players_min (APP) 2.84** anglezMax_min (ACC) 0.34 mSMAMedian_avg (ACC) 3.41*** yAxisAvgMedian_avg (ACC) 0.35
zAxisAvgMax_avg (ACC) 2.71** system_avg (APP) 0.32 mSMAMean_avg (ACC) 3.41*** mMax_min (ACC) 0.33
video_players_avg (APP) 2.70** zAxisAvgMax_avg (ACC) 0.32 mNewStd_avg (ACC) 3.15*** mMedian_avg (ACC) 0.33

al
o

n
e

vs
.l

gr
o

u
p system_min (APP) 5.83**** mMin_min (ACC) 0.49

al
o

n
e

vs
.l

gr
o

u
p mMean_avg (ACC) 8.61**** mMean_avg (ACC) 0.56

anglexMax_min (ACC) 5.64**** zAxisAvgStd_min (ACC) 0.49 mSMAMean_avg (ACC) 8.60**** mSMAMean_avg (ACC) 0.56
anglexMedian_min (ACC) 5.64**** anglezMedian_min (ACC) 0.48 mMedian_max (ACC) 8.44**** mMedian_max (ACC) 0.55
angleyMean_min (ACC) 5.55**** anglexMax_min (ACC) 0.47 mSMAMedian_max (ACC) 8.40**** mSMAMedian_avg (ACC) 0.55
angleyMin_min (ACC) 5.54**** zAxisAvgMean_min (ACC) 0.46 mMax_avg (ACC) 8.40**** mMax_avg (ACC) 0.54

peoplethr ee peoplet wo

al
o

n
e

vs
.s

gr
o

u
p mSMAMedian_max (ACC) 3.81*** zAxisAvgMedian_max (ACC) 0.41

al
o

n
e

vs
.g

ro
u

p yAxisAvgMin_max (ACC) 4.05**** dmListMean_max (ACC) 0.37
mMedian_max (ACC) 3.81*** xAxisAvgStd_max (ACC) 0.41 xAxisAvgStd_avg (ACC) 3.76*** xAxisAvgStd_avg (ACC) 0.34
anglexStd_max (ACC) 3.79*** xAxisAvgMedian_min (ACC) 0.40 anglexStd_avg (ACC) 3.72*** anglexStd_avg (ACC) 0.33
xAxisAvgStd_max (ACC) 3.63*** xAxisAvgMean_max (ACC) 0.40 xAxisAvgStd_max (ACC) 3.65*** dmListMedian_max (ACC) 0.33
mMean_max (ACC) 3.60*** angleyMax_max (ACC) 0.38 yAxisAvgMax_avg (ACC) 3.55*** angleyMin_max (ACC) 0.32

familyt wo

sg
ro

u
p

vs
.l

gr
o

u
p yAxisAvgMin_min (ACC) 5.30**** mNewStd_avg (ACC) 0.43

al
o

n
e

vs
.g

ro
u

p anglexMax_min (ACC) 6.82**** mMin_min (ACC) 0.46
yAxisAvgMin_avg (ACC) 5.11**** mMean_avg (ACC) 0.42 anglexMedian_min (ACC) 6.82**** zAxisAvgStd_min (ACC) 0.46
yAxisAvgMean_min (ACC) 5.10**** mSMAMean_avg (ACC) 0.42 angleyMean_min (ACC) 6.64**** anglezMedian_min (ACC) 0.44
yAxisAvgMedian_min (ACC) 5.07**** mSMAMax_avg (ACC) 0.42 anglexMean_min (ACC) 6.49**** dmListStd_min (ACC) 0.43
yAxisAvgMax_min (ACC) 4.18**** mMax_avg (ACC) 0.41 angleyMax_min (ACC) 6.42**** zAxisAvgMean_min (ACC) 0.43

partnert wo

al
o

n
e

vs
.l

gr
o

u
p yAxisAvgMin_min (ACC) 7.44**** xAxisAvgStd_max (ACC) 0.77

al
o

n
e

vs
.g

ro
u

p food_and_drink (APP) 4.55**** yAxisAvgMax_avg (ACC) 0.43
zAxisAvgMin_min (ACC) 6.76**** zAxisAvgMedian_max (ACC) 0.77 food_and_drink (APP) 4.54**** zAxisAvgMin_avg (ACC) 0.33
xAxisAvgMin_min (ACC) 6.63**** angleyMax_max (ACC) 0.75 food_and_drink (APP) 4.55**** proximityRecord_avg (PRO) 0.29
yAxisAvgMedian_min (ACC) 6.54**** anglezMin_max (ACC) 0.75 zAxisAvgMin_avg (ACC) 4.17**** yAxisAvgStd_avg (ACC) 0.27
yAxisAvgMean_min (ACC) 6.31**** mMedian_avg (ACC) 0.73 zAxisAvgMean_avg (ACC) 3.35**** angleyStd_avg (ACC) 0.27

friendst wo

- - - -

al
o

n
e

vs
.g

ro
u

p mMean_avg (ACC) 8.10**** mMean_avg (ACC) 0.52
- - - - mSMAMean_avg (ACC) 8.08*** mSMAMean_avg (ACC) 0.52
- - - - mMedian_max (ACC) 7.97**** mMedian_avg (ACC) 0.50
- - - - mSMAMedian_max (ACC) 7.94**** mSMAMedian_avg (ACC) 0.50
- - - - mMax_avg (ACC) 7.89**** yAxisAvgStd_max (ACC) 0.50

features had Cohen’s-d values above medium effect size, and the highest ones were closer to large effect

size, meaning that these accelerometer features could discriminate between alone and lgroup social

contexts.

For two-class social contexts, peoplet wo , familyt wo , and friendst wo , all features in the top five for both

t-statistic and Cohen’s-d were from the accelerometer. Further, only friendst wo had features with

Cohen’s-d above medium effect size among all four two-class social contexts. However, for partnert wo ,

several features from application usage (food and drink app usage) were among the top five for t-

statistics. In addition, a feature from the proximity sensor had a Cohen’s-d of 0.29, which is above a

small effect size. In summary, results from the statistical analysis suggest that accelerometer features

could be informative of the group dynamic for all the social contexts. In addition, for social contexts

related to partner/spouse, app usage behavior and proximity sensors could be informative. Moreover,

bluetooth sensors had high statistical significance in discriminating social contexts related to family

members.
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3.6 Social Context Inference

Table 3.5: Mean (Ā) and Standard Deviation (Aσ) of inference accuracies and the mean area under
the curve of the receiver operator characteristic curve (AUC), calculated from 10 iterations, using five
different models, for two-class and three-class tasks, with attributes such as family, friends/colleagues,
spouse/partner, and alone. Results are presented as: Ā (Aσ), AUC

Target Variable Random Forest XG Boost Ada Boost Gradient Boost Naive Bayes

tw
o

-c
la

ss

baseline 50.0 (0.0), 50.0 50.0 (0.0), 50.0 50.0 (0.0), 50.0 50.0 (0.0), 50.0 50.0 (0.0), 50.0
familyt wo 86.1 (3.1), 84.8 82.6 (3.4), 73.2 82.5 (4.2), 71.7 83.2 (3.7), 74.2 65.6 (6.9), 67.6
partnert wo 87.4 (2.6), 82.6 84.6 (4.6), 74.7 83.5 (3.8), 69.3 84.7 (5.1), 78.8 68.6 (8.2), 64.2
friendst wo 80.1 (2.9), 81.3 78.3 (4.5), 75.2 78.0 (4.1), 70.4 78.7 (3.7), 73.7 64.0 (4.2), 61.4
peoplet wo 83.3 (3.2), 79.2 84.1 (3.1), 75.2 82.7 (4.3), 79.5 84.2 (2.8), 76.9 72.3 (4.7), 67.3

th
re

e-
cl

as
s baseline 33.3 (0.0), 50.0 33.3 (0.0), 50.0 33.3 (0.0), 50.0 33.3 (0.0), 50.0 33.3 (0.0), 50.0

familythr ee 85.9 (2.2), 80.5 81.4 (3.1), 73.2 73.9 (3.7), 63.2 83.0 (2.6), 70.2 63.1 (4.2), 61.8
friendsthr ee 76.7 (2.3), 78.2 77.1 (3.6), 70.1 71.0 (3.1), 68.8 77.6 (2.8), 72.3 62.2 (5.1), 63.5
peoplethr ee 78.3 (2.1), 75.3 71.2 (2.6), 69.8 67.1 (3.8), 67.8 73.8 (3.2), 73.1 57.9 (6.7), 67.2

3.6 Social Context Inference

3.6.1 Two-Class and Three-Class Social Context Inference (RQ2)

In this section, we use all the available smartphone sensing features and implement seven social

context tasks, using features defined in Section 3.3.3 as target variables. The tasks include four two-

class inference tasks and three three-class inference tasks: (1) familyt wo , (2) partnert wo , (3) friendst wo ,

(4) peoplet wo , (5) familythr ee , (6) friendsthr ee , and (7) peoplethr ee . In this phase, we used sci-kit learn

[391] and keras [91] frameworks together with Python and conducted experiments with several model

types: (1) Random Forest Classifier [117], (2) Naive Bayes [432], (3) Gradient Boosting [365], (4) XGBoost

[87], and (5) AdaBoost [457]. These models were chosen by considering the tabular nature of the

dataset, the interpretability of results, and the small size of the dataset. In addition, we used the leave

k-participants out strategy (k = 20) when conducting experiments, where testing and training splits

did not have data from the same user, hence avoiding possible biases in experiments. Further, similar

to recent ubicomp studies [29, 330, 252], we used the Synthetic Minority Over-sampling Technique

(SMOTE) [86] to obtain training sets for each inference task. As recommended by Chawla et al. [86],

when and where necessary, we under-sampled the majority class/classes to match over-sampled

minority class/classes to create balanced datasets, hence not over-sampling unnecessarily beyond

doubling the minority class size. In addition, we also calculated the area under the curve (AUC) (for

three-class inferences, one vs. the rest technique, using macro averaging) using the receiver operator

characteristics (ROC) curves. All experiments were repeated for ten iterations. We report the mean and

standard deviation of accuracies and mean of AUC using results from the ten iterations.

Table 3.5 summarizes the results of the experiments. All the two-class inference tasks achieved accura-

cies over 80%. Moreover, all the three-class inferences achieved accuracies over 75%. When considering

model types, Random Forest classifiers performed the best across five out of the seven inference tasks

(familyt wo , partnert wo , friendst wo , familythr ee , and peoplethr ee ) and Gradient Boosting had higher

accuracies for two inference tasks (peoplet wo and friendsthr ee ). Generally, all models included in the

chapter, except for Naive Bayes, performed reasonably well. Further, low standard deviation values

suggest that regardless of the samples used for training and testing, the models generalized reasonably

well. AUC scores followed a similar trend as the accuracy. These results suggest that passive mobile

sensing features could be used to infer both two-class and three-class social contexts related to alcohol

consumption, with reasonable performance.
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3.6.2 Social Context Inference for Different Sensors (RQ2)

Prior work in mobile sensing has argued for multiple inference models for the same inference task, in

the case of sensor failure [576, 330, 454]. For instance, during a weekend night, young adults could be

concerned for the battery life of their phone, and could turn-off bluetooth, wifi, and location sensors

that drain the battery faster. In such cases, having separate inference models that use different data

sources to infer the same target attribute could be beneficial. In addition, prior work has segregated

passive sensing modalities into Continuous Sensing (using embedded sensors in the smartphone)

and Interaction Sensing (sensing the users’ phone usage and interaction behavior) [330]. Considering

these aspects, we conducted experiments for different feature groups based on the sensing modality

(accelerometer, applications, battery, bluetooth, proximity, location, screen, and wifi) and the following

feature group combinations that are meaningful in the context of drinking and young adults [325]:

• Continuous Sensing (ConSen): These sensing modalities use embedded sensors to capture

context. Examples are accelerometer, battery, bluetooth, proximity, location, and wifi. ConSen

contains features from all these sensing modalities, and this feature group combination can

measure the capability of the smartphone in inferring the social context of drinking, even if the

user does not necessarily use the smartphone, because the considered sensing modalities sample

data regardless of the phone usage behavior.

• Interaction Sensing (IntSen): These sensing modalities capture phone usage and interaction

behavior. Examples include screen events and application usage. In addition, these sensing

modalities do not fail often because there is no straightforward way for users to turn off in-

teraction sensing modalities. Furthermore, these sensing modalities consume far less power

compared to continuous sensing. In this context, this feature group combination could measure

the capability of a smartphone to infer the social context of drinking, based on the way young

adults use and interact with the smartphone.

For the two above-mentioned feature groups, we conducted experiments using the same procedure as

given in Section 3.6.2. Even though we got results for all models, we only present results for random

forest classifiers in Table 3.6 because they output feature importance values which are useful to interpret

results in Section 3.6.3, and they provide the results with highest accuracy and AUC values for a majority

of inference tasks. Even though the accuracies were well above baselines for both two-class and three-

class inference tasks, the lowest accuracies were recorded for SCR. This could either be because of the

far too small dimensionality (only three features) or because the features were less informative. For

the inference of social context partnert wo , APP provided the highest accuracy of 82.92% followed by

ACC which provided an accuracy of 81.21%. This suggests that the app usage behavior during drinking

events is informative of whether participants are with a partner/spouse or not. This could also be

related to prior work regarding partner phubbing [434, 92] that could lead to relationship dissatisfaction

and disappointment. People might try to avoid phubbing (hence use the phone less/differently than

normal) when they are with their partner/spouse. Furthermore, except for this inference, for all other

social context inferences, the highest accuracies were obtained using ACC (in the range of 71.52% to

83.33%). This suggests that physical activity levels and movement dynamics around drinking events

could be used to infer social contexts such as family (familyt wo and familythr ee ), friends (familyt wo

and familythr ee ), and people (peoplet wo and peoplethr ee ). In addition, results from the AUC followed a

similar trend to accuracies. For two-class inferences, except for SCR, all other modalities reported AUC

scores above 70%. However, for three-class inferences, except for ACC, all other modalities reported

AUC scores below 70%. Further, except for SCR, standard deviation scores were reasonably low for
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Table 3.6: Social Context Inference accuracy breakdown for sensor type based feature groups and
feature group combinations using Random Forest classifiers. Both the mean (Ā) and standard deviation
(Aσ) of accuracies from cross-validation are reported in addition to the mean area under the curve
(AUC) from receiver operating characteristics graph (ROC)

Feature Group two-class three-class

(# of features) familyt wo partnert wo friendst wo peoplet wo familythr ee friendsthr ee peoplethr ee
Ā (Aσ), AUC Ā (Aσ), AUC Ā (Aσ), AUC Ā (Aσ), AUC Ā (Aσ), AUC Ā (Aσ), AUC Ā (Aσ), AUC

Baseline 50.0 (0.0), 50.0 50.0 (0.0), 50.0 50.0 (0.0), 50.0 50.0 (0.0), 50.0 33.3 (0.0), 50.0 33.3 (0.0), 50.0 33.3 (0.0), 50.0
ACC (150) 83.3 (2.4), 80.2 81.2 (3.1), 79.6 74.9 (3.0), 72.5 81.1 (3.1), 81.4 82.6 (1.9), 78.5 71.5 (2.5), 70.1 72.4 (2.7), 72.0
APP (105) 82.9 (3.5), 80.7 82.9 (3.0), 79.2 74.3 (2.4), 76.7 80.5 (2.5), 81.1 81.4 (2.4), 81.5 69.5 (3.1), 69.1 71.9 (2.3), 70.2
BAT (36) 78.7 (2.8), 76.7 77.5 (3.6), 77.3 71.5 (3.0), 73.6 78.1 (3.3), 72.1 77.5 (2.7), 75.6 66.1 (3.1), 67.8 68.1 (2.6), 68.4
BLU (27) 74.6 (2.8), 72.1 75.5 (3.6), 73.8 69.0 (2.8), 70.3 74.0 (3.1), 73.1 69.3 (2.9), 68.8 59.4 (2.7), 61.4 60.5 (2.8), 66.4
PRO (18) 74.1 (3.1), 71.9 75.6 (2.3), 74.5 69.9 (2.8), 68.2 75.8 (2.7), 76.8 70.4 (2.2), 73.2 59.1 (3.8), 61.9 60.7 (2.4), 62.9
LOC (39) 79.2 (3.0), 77.1 78.9 (2.7), 78.2 74.1 (3.2), 76.1 77.6 (2.6), 76.9 77.2 (2.6), 76.4 67.0 (3.3), 69.1 69.5 (2.9), 68.7
SCR (3) 68.3 (4.5), 61.1 69.7 (4.7), 60.3 64.5 (4.6), 62.8 71.9 (3.1), 67.2 62.2 (5.6), 60.7 54.1 (4.3), 55.2 54.8 (5.5), 56.1
WIF (36) 77.5 (2.9), 78.1 77.1 (2.9), 76.9 68.8 (3.7), 70.2 75.3 (3.9), 76.1 73.1 (1.9), 73.0 61.6 (2.9), 63.6 64.5 (2.8), 67.1

ConSen (306) 85.7 (2.6), 82.1 86.8 (2.9), 80.8 79.5 (3.2), 80.2 82.9 (2.1), 81.4 85.3 (1.9), 76.8 76.7 (2.7), 76.9 77.9 (3.0), 76.1
IntSen (96) 83.3 (2.0), 80.1 83.1 (2.5), 81.7 76.5 (2.9), 76.3 81.6 (2.5), 81.5 82.3 (2.7), 78.2 71.4 (2.7), 71.2 73.2 (2.7), 72.7

ALL (402) 86.1 (3.1), 84.8 87.4 (2.6), 82.6 80.1 (2.9), 81.3 83.3 (3.2), 79.2 85.9 (2.2), 80.5 76.7 (2.3), 78.2 78.3 (2.1), 75.3

all the other inferences, suggesting that inference results hold regardless of the training and testing

splits. High standard deviations for SCR could be because of the low number of features, which was

also reflected in low accuracies and AUC scores.

Feature group combinations ConSen and IntSen provided similar accuracies for all inference tasks even

though ConSen achieved slightly better than IntSen for each inference. While ConSen outperformed

ACC and APP for all the inferences, IntSen had slightly lower accuracies for social contexts familythr ee

(82.36%) and friendthr ee (71.44%) as compared to ACC, which had accuracies 82.60% and 71.52% for the

respective inferences. Standard deviation scores for both ConSen and IntSen were low. In addition, AUC

scores too were above 70% for all cases, which is a reasonable result. Finally, the results suggest that

IntSen could provide reasonably high accuracies as compared to ConSen in case of sensor failure, and

in the worst-case scenario, ACC provides fair accuracies for all the inference tasks, which is satisfactory

given that it is just one sensing modality.

3.6.3 Feature Importance for Social Context Inferences (RQ2)

In Figure 3.9, we show the top twenty feature importance values for each inference presented in Section

6.2. These values were captured from the output of trained random forest models when using all

features. We obtained feature importance values for all features in each iteration, and report the mean

value for each feature. The sensor modality that was present throughout all seven inferences was the

accelerometer (ACC). This is congruent with the results presented in the statistical analysis (Section 3.5).

This suggests that physical activity levels and phone motion dynamics could help infer different types

of social contexts of drinking occasions. This makes sense for certain situations because it is highly

unlikely that a person would drink and dance alone on a weekend night, while this might happen when

people are in larger groups (with both family and friends).

The second most common modality across all inferences is location (LOC). Features that capture the

speed of the phone (speedMedian_avg, speedMax_avg, etc.), accuracy of the signal (accuracyMin_max,

accuracyMean_avg, etc.), and signal type and strength (signalGps_max, signalNetwork_avg, etc.) are

present across all inferences. Especially, for both two-class and three-class inferences regarding family,

location features regarding GPS signal strength and speed filled up a majority of the top five features.

This suggests that location-related features have captured certain differences with regard to group

dynamics in the social context of family. Even though interaction sensing modalities (APP, SCR) were
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(a) familythr ee (b) friendsthr ee (c) peoplethr ee

(d) familyt wo (e) partnert wo (f) friendst wo

(g) peoplet wo

Figure 3.9: Feature importance values from random forest classifiers with all features, for different
social contexts.
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Figure 3.10: Feature importance value distributions for different sensing modalities in different infer-
ences when using all features

not present among all the social contexts, partnert wo had several features (COMMUNICATION_avg,

COMMUNICATION_max, etc.) regarding communication app usage (e.g. viber, whatsapp, messenger,

etc.) and also screen usage (screenRecord_avg). Given interaction sensing modalities capture the

phone usage behavior, this suggests that people use their phone differently when they are drinking

alcohol with their partner as opposed to not being with him or her.

In Figure 3.10, we plot a distribution of feature importance values for all social context inferences,

grouped by different sensing modalities. This provides an overview of the informativeness of sensing

modalities in making inferences. The most sparse distribution across all inferences came from the ACC,

for the social context peoplet wo . Overall, the accelerometer produced the most informative feature, for

all seven social contexts. Location features had comparatively high values for all seven social contexts.

Even though location features were not among the highest for any inference, mean feature importance

for location modalities was even higher than for accelerometer features (because the location feature

distribution is negatively skewed). In addition, except for WIF, all other modalities had comparatively

sparse and wider distributions for the context partnert wo . To sum up, the takeaways from this analysis

are: accelerometer features (ACC) were informative for all inferences, location features (LOC) were

generally informative across all inferences too, application usage (APP) and screen usage (SCR) features

(interaction sensing) were informative for partnert wo while not being comparatively informative for

other inferences, and except for Wifi features (WIF), all other features had wider distributions for

partnert wo .

3.6.4 Effect of Varying Group Sizes (RQ2)

In the previous analyses, we considered group dynamics as follows: (a) two-class social contexts -

without vs. with one/more people and (b) three-class social contexts - without vs. with one person

vs. with two/more people. Hence, while the two-class inference mostly relates to the absence of a

particular type of people, the three classes effectively tried to infer the presence of groups of varying

sizes (with one person, with two/more people). If we consider the three-class inferences, with one

person means that it is a group of two people including the participant, and with two/more people

means that the group has a minimum size of three people, including the participant; hence both classes
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t

Figure 3.11: Three-Class Social Context Inference Accuracies for Different Grouping Thresholds

capture different group sizes, with the former being a small group, and the latter being a larger group in

comparison. Given that there is no gold standard regarding the definition of the size of the drinking

group (as highlighted in Section 3.2), in this section, we aim to change the size of these two groups by

changing the threshold called grouping threshold, which was always equal to one in previous sections

(e.g., without vs. with one/less people vs. with two/more people), for three-class inferences. To this

aim, we increase the value of the grouping threshold from one to ten, to investigate how it affects the

inference accuracy. One and ten were chosen as the highest and lowest thresholds because those were

the highest and lowest values available in self-reports to define three classes.

We conducted the evaluation with the three three-class inferences using the same approach mentioned

in Section 3.6.1, and the results are summarized in Figure 3.11. For friendthr ee and peoplethr ee , infer-

ence accuracies decreased when increasing the grouping threshold, meaning that the model was not

good at discerning the three classes when the threshold was around three (alone vs. with three/less

people vs. with four/more people) and four (alone vs. with four/less people vs. with five/more people).

However, when increasing the threshold further, the accuracies increased back to the same level as

when the threshold was equal to one. What this means is that the random forest classifier is not

performing well when the small and large groups are defined by thresholds in the range of three to five.

This result is not surprising because any nightlife-related activities available for a small group of people

(they might find a table to fit altogether in a pub or a restaurant, they might easily travel with a cab,

they might all gather in a living room) would result in a large heterogeneity of sensor data as compared

to a larger group (e.g., ten or more people). This is because of the differences in behavior when people

are in large groups, as opposed to small groups. Consequently, this would result in a lower inference

accuracy when social contexts with three, four, or five people are in both the small group and the large

group classes of the three-class inference. Consider an example where the grouping threshold is three,

where samples with a group of three people would fall into the small group, and samples with a group

of four or more people would be included in the large group of the three-class inference.

According to the distribution given in Figure 3.3, for the variable friendsthr ee , when 114 samples

(group of 3) and 105 samples (group of 4) fall into small and large groups in the inference, both classes

have homogeneous sensor data, hence making it difficult for the model to discriminate between the

classes. Conversely, the range of activities is smaller for larger groups due to its size, resulting in a lower

heterogeneity of sensor data within groups, and, consequently, higher inference accuracy for higher

grouping thresholds. For example, consider the grouping threshold of ten, where the small group
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would have ten or fewer people, and the large group would have eleven or more people. According

to Figure 3.3, for the variable peoplethr ee , there are 221 samples of eleven or more (clearly a large

group), and over 300 samples of groups with three to ten people, with a majority of data coming

from small group sizes such as three (135 samples), four (93 samples), and five (119 samples). This

leads to heterogeneous data between small and large groups because the small group consists of data

predominantly from groups of three, four, or five, and the large group is predominantly containing

groups of 10+ people. This makes it easier for the model to discriminate between the three classes,

hence leading to higher accuracies. On the other hand, for familythr ee , increasing the threshold had

the opposite effect, and increased the performance of the models. Again, this might be explained by

the lower diversity of choices of activities and contexts to be sensed in family contexts, which tend to

be highly routinized. Finally, results suggest that models performed reasonably well for all familythr ee

inferences regardless of the grouping threshold. In addition, except for grouping thresholds from three

to five, for all other thresholds, friendsthr ee and peoplethr ee showed reasonable performance with

accuracies over 70%. Hence, according to this analysis, having different grouping thresholds seems a

valid design choice depending on the application and the use case.

3.7 Discussion

Features. It is worth noting that for modalities such as ACC and LOC, we generated simple statistical

features that do not need extensive processing of the dataset. If we consider the ACC, while features

proved to be informative in inferring different social contexts, the only set of features we used are

statistical features from the three axes, angles between the gravity vector and axes, and aggregate

features that combine the values of three-axes (Section 3.3.1). It is also worth noting that these feature

are less interpretable in the context of alcohol consumption. For example, the feature mMedian_max

had the highest feature importance value for friendsthr ee , as shown in Figure 3.9a. While this feature

represents the overall acceleration of the phone at a time period closer to the drinking event, it is

difficult to interpret it compared to more interpretable features such as step count or activity type. If

such features were derived using the accelerometer data, the interpretation could have been much

simpler. However, we were not able to derive them due to limitations in the original dataset (sampling

frequency, lack of gyroscope data, etc.). Future work could consider using low-power consuming

libraries such as Google Activity Recognition API to obtain activity types and native step counters

available in modern smartphones to obtain step counts, hence obtaining more interpretable features.

In addition, researchers could also look into using other sensing modalities such as ambient light

sensors, typing and touch events, and notification clicking behaviors.

Ethical Considerations. The goal of this chapter is to support public health research. Hence, it is

essential to be aware of ethical implications. For public health, the inferences done in this work are

anonymous in the sense that no identities of individuals are inferred when inferring social contexts.

However, certain social contexts such as ’being with a partner’ could be more sensitive, because

identifying the presence of such people could potentially reveal sensitive information about them,

even though they might not have agreed to have their location indirectly reported. Given that social

context is relational, it is critical that during data collection, social companions (friends, family, etc.)

agree that their presence is reported (even as an aggregate). Future studies should consider these

aspects. Furthermore, for future interactive health systems that would be used by individuals and their

health providers, it is fundamental to have clarity on who could access inferred data regarding social

contexts, given their sensitive nature. Further, running social context inferences on devices, rather than

on servers, would help preserve the privacy of users and others interacting with them. More generally,
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participants’ respect for privacy and well-being should be the guiding lights of any future design of

mobile health systems regarding alcohol consumption.

Limitations and Future Work. We prepared the drinking event level dataset (in Section 3.3.2) without

assuming any relationship between two drinking events that occur consecutively, hence, we consid-

ered alcohol drinking events to be independent of each other. However, in reality, there could be a

relationship between the drinking events of the same person during the same night. Understanding

such relationships is a complex problem, and it needs further examination. Another limitation of

our work is that it does not capture complex relationships among family members. For example,

young adults might prefer drinking with their brother or same-age members of the family, whereas

they might not feel comfortable drinking with their parents. In addition, the perception of parents

and other family members could differ significantly, and it could affect the drinking behavior in the

vicinity of family members. Furthermore, the partner’s/spouse’s perception of alcohol consumption is

another variable that was not captured during this chapter. These aspects need further investigation.

In addition, it is worthwhile to note that, inferring the social context of drinking does not directly help

overcome health problems. This is not the intention of this work, as it would oversimplify the problem.

However, inferring the social context of drinking would assist or complement other inferences such as

drinking occasions, drinking nights, drink vs. drunk in ubicomp and alcohol research [454, 30, 29, 405,

404, 194, 141]. In this respect, the inference of social context might help to provide meaningful and

context-aware interventions that might decrease the amounts consumed, and, as a consequence, less

adverse alcohol-related consequences. The design of such interventions is beyond the scope of the

chapter.

Another important aspect is the choice of time windows for aggregation and matching phases. Even

though we presented results for the dataset obtained with a ten-minute time window for aggregation

and a one-hour time window for matching, we conducted evaluations with different time windows. We

obtained the best results using these time windows, and hence, considering space limitations, we only

presented results for these windows. It is worth noting that the time window would affect the number

of self-reports included in the study. For instance, if the matching time window is two hours, we need

to discard all self-reports from 8.00 pm to 9.00 pm because we would not have enough sensor data for

reports done between those time windows. The same applies to drinking events done between 3.00 am

and 4.00 am. Further, it is worth noting that, regardless of the time window and the resulting dataset

size, we obtained inference results comparable to the ones we presented in Table 3.5, with differences

of the range 0.4% (best-case scenario) to 12% (worst-case scenario).

An important topic for future work is the drinking motives of young adults. As we discussed in Sec-

tion 3.2, drinking motives could be the primary driving factor why young adults choose specific social

contexts to drink [258, 257]. Hence, examining the associations between such drinking motives and

smartphone sensing data could further advocate the idea of building holistic mobile health systems that

consider not only alcohol consumption but also other factors associated with the event. Furthermore,

even though there were multiple comparisons in the statistical analysis, we did not use Bonferroni

correction for p-values [531]. Hence, the results with p-values should be interpreted with caution.

Importance of Diversity-Awareness. The drinking behavior of people differ significantly depending on

age, sex, drinking culture, beverage preferences, as well as how people perceive drinking alcohol [192,

30, 454]. For example, in some Asian countries, drinking alcohol might not be socially accepted while it

is a societal norm in Europe and North America [483, 34]. Hence, it is worth pointing out that this study

regarding the drinking behavior of young adults in Switzerland is exploratory, and the results cannot be

directly assumed as being representative of the drinking behavior in other countries. Recent work has
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highlighted the importance of considering diversity awareness when building social platforms using

machine learning models and mobile sensing data [247, 458].

3.8 Conclusion

In this chapter, we examined the weekend drinking behavior of 241 young adults in Switzerland

using self-reports and passive smartphone sensing data. Our work emphasized the importance of

understanding the social context of drinking, to obtain a holistic view regarding alcohol consumption

behavior. With multiple statistical analyses, we show that features from modalities such as accelerome-

ter, location, bluetooth, and application usage could be informative about social contexts of drinking.

In addition, we define and evaluate seven inference tasks obtaining accuracies of the range 75%-86% in

two-class and three-class tasks, showing the feasibility of using smartphone sensing to detect social

contexts of drinking occasions. We believe these findings could be useful for ubicomp and alcohol epi-

demiology researchers in implementing future mobile health systems with interventions and feedback

mechanisms.
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4 Inferring the Food Consumption
Level of College Students with Smart-
phone Sensing

While the characterization of food consumption level has been extensively studied in nutrition and

psychology research, advancements in passive smartphone sensing have not been fully utilized to

complement mobile food diaries in characterizing food consumption levels. In this chapter, we used

the MEX dataset described in Chapter 2 regarding the holistic food consumption behavior of 84

college students in Mexico. The dataset was collected using a mobile application combining passive

smartphone sensing and self-reports. We showed that factors such as sociability and activity types

and levels have an association with food consumption levels. Finally, we defined and assessed a novel

ubicomp task by using machine learning techniques to infer self-perceived food consumption level

(overeating, undereating, eating as usual) with an accuracy of 87.81% in a 3-class classification task

by using passive smartphone sensing and self-report data. Furthermore, we show that an accuracy

of 83.49% can be achieved for the same classification task by using only smartphone sensing data

and time of eating, which is an encouraging step towards building context-aware mobile food diaries

and making food diary-based apps less tedious for users. The material of this chapter was originally

published in [330].

4.1 Introduction

Many young adults show a tendency to adopt unhealthy eating practices during college years when

they undergo significant lifestyle changes such as leaving home, meeting new friends, starting a career,

and developing relationships [386, 416]. Even though young adults are relatively healthy compared

to other older populations, unhealthy eating habits at this age could lead to adverse health outcomes

such as cardiovascular diseases, overweight conditions, and obesity in the long term [182, 386, 15].

Due to these reasons, researchers in nutrition, behavioral science, and psychology are extensively

studying causes and contexts of food consumption, especially among college students [221, 416, 582,

558]. Moreover, prior research in these domains has linked factors such as social context [213], eating

location [164], availability and types of food [504], and psychological aspects [211] to food consumption

behavior. With increasing smartphone coverage among young adults and the availability of a plethora

of mobile health (mHealth) applications [345], smartphones have become a ubiquitous tool that can

help young adults adhere to healthier food consumption practices [325].

The most common use case in mHealth apps is fitness tracking, where such apps keep track of daily

activity levels passively by providing insights to users in terms of step count, activity levels, and activity

types [185]. "Food and Nutrition" is another major category of mHealth applications [345], and many
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widely used commercial apps such as MyFitnessPal [360], Lose It! [297], Apple Health [1], and Samsung

Health [451] allow users to keep their food intake as a mobile food diary, providing basic statistical

insights so people can adhere to healthier eating patterns. However, in their current state, these

applications do not yet make full use of smartphone sensing capabilities to provide additional insights

(with the notable exception of the camera, which is used to photograph food), even though food

consumption level is directly related to many aspects that can be sensed passively such as stress [300],

mood [285, 418], activities [525, 146], and sociability [357, 61]. Even though attention has been given to

visually identifying food types via mobile apps [448], characterizing meal and snack eating behavior

using smartphone sensing and self-reports [55], and identifying eating and overeating events using

wearable sensing [588], relatively less research has been conducted to leverage smartphone sensing

capabilities to obtain data from people to analyze food consumption levels [337].

To our knowledge, while food intake recognition has been studied in ubicomp research [55], the specific

overeating phenomenon has not been studied using passive smartphone sensing and self-report

datasets. Using such a rich combination of data sources allows us to analyze the eating behavior of

college students using knowledge from nutrition and mobile sensing research by associating food

consumption levels to aspects such as mobile app usage, location, activity levels, sociability, and food

types. This approach allows for comparisons with findings about self-perceived food consumption

levels in prior nutrition and behavioral science research (which validates some of the observed trends),

and also provides novel insights regarding techniques to build mobile food journaling systems that

leverage passive sensing to identify behaviors of college students associated to overeating, and to

provide them with valuable insights and interventions regarding their food consumption. In this

chapter, we address the following research questions.

RQ1: What behaviors and contextual patterns around food consumption levels can be observed by

analyzing everyday eating episodes of a group of college students obtained via passive smartphone

sensing and self-reports?

RQ2: Can self-perceived food consumption level be inferred using contextual data obtained through a

mobile application?

By addressing the above research questions, this chapter makes the following contributions.

Contribution 01: As described in Chapter 2, we conducted a new mobile data collection campaign

in Mexico with 84 college students to capture their eating behavior, including food consumption

levels (eating as usual, overeating, undereating). This is important given studies of populations in

Latin America are not common in ubicomp research. During our study, we collected 3278 self-reports,

including 1911 meal reports and 1367 snack reports for two participant cohorts spanning 37 and 23

days, respectively. We conducted a descriptive data analysis of the collected dataset to show insights

that confirm previous findings in nutrition and psychology research regarding food consumption

levels. This conformity allows us to demonstrate the viability of using smartphone sensing to better

characterize and understand details regarding eating episodes throughout longer time spans. For

example, conforming to prior research, we show that factors such as sociability, stress, mood, and food

category could affect the overeating behavior of people, and prior mobile sensing research has directly

linked these aspects to passive sensing features.

Contribution 02: We defined and evaluated a novel ubicomp task by inferring eating more than usual

("overeating"), less than usual ("undereating"), and "as usual" episodes using passive smartphone
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sensing and self-report data, with an accuracy of 87.81% in a 3-class classification task. We also show

that an inference accuracy of 83.61% can be achieved for the same 3-class classification task even

if food category-related features are not used in model training. Moreover, we show that the same

inference task can be done with an accuracy of 83.49% by only using passive smartphone sensing

features and time of eating. These results show that in the set of participants, food consumption level

was not only driven by food type or category as assumed in traditional food journals and calorie-based

calculations but also by other contextual factors associated with eating episodes. Moreover, results

from this chapter illustrate the potential of using passive smartphone sensing alone or together with

mobile food journals towards building context-aware food-related mobile systems.

4.2 Defining Food Consumption Level

In prior research, food consumption level has had both objective interpretations (nutrition science-

based) [490, 561, 64] and subjective ones (nutrition and psychology-based) [442, 527, 153, 524, 561,

539], and there is no unique way to define it [210, 295]. The objective food consumption level attempts

to capture the exact calorie consumption during eating episodes from a purely nutritional standpoint.

In lab studies, calorie intake is pre-calculated before offering food to participants [64]. Under this

objective interpretation, a person should eat only as much as is necessary to offset her/his caloric

demands, and overeating occurs if the food intake exceeds this amount [210]. Many currently available

mobile food diaries such as MyFitnessPal [360], Samsung Health [451], and other research studies

[129] attempt to capture this attribute using self-reports by requesting the users to enter each food

type and the amount they eat. Even though the target here is to capture the objective calorie intake,

there is, by design, a subjective element because users self-report it, and it is known that people often

fail to report the volume/weight of a dish accurately [561]. However, even if caloric intake is correctly

reported and calculated, defining food consumption level as overeating and undereating according to

this approach is complicated according to Herman et al. [210, 527], because it depends on a plethora of

factors (a) individual factors such as metabolic rates, activity levels, age, gender, height, weight; and

(b) measurement factors, i.e., the unit of calculation for overeating is usually caloric deficit per day

(nutritionists often do it at the day, week, or meal/snack episode level). This implies that for the same

person, eating the exact same amount of food on a more active day could be overeating on a slow day.

Hence, the process gets more complex as factors add on, and it could get particularly difficult and

inaccurate if overeating and undereating episodes are determined based on self-reports that reflect

food types and volumes. In addition, a recent study by Jung et al. [234] emphasized how currently

available mobile food logging systems can be troublesome to users because of the tedious manual data

entry process, hence leading to low adoption rates.

Contrary to the objective view of food consumption level, nutrition researchers have also widely used

subjective measures to capture food consumption levels of people by considering the psychology of

food consumption [442, 295, 527, 524, 523, 504, 244, 528, 439], also known as self-perceived food

consumption level. This view is primarily based on the idea that, when you ask people whether they

overate or not, more often than not, the answer would be based on an eating episode level and the

self-perceived amount of food they have eaten [210]. This measure has often been used as a proxy

for the actual amount of food people have eaten. Field et al. [153] showed that self-perceived food

consumption levels can be similar to real food consumption levels, and these self-reports are valid to

determine bulimic episodes in adolescents. Moreover, Williamson et al. [561] examined the relation

between self-reported caloric intake (similar to self-reports regarding caloric intake in MyFitnessPal

and Samsung Health) and self-perceived overeating, concluding that there is a positive relationship
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between the two variables for all four groups of people they considered: (1) suffering from bulimia

nervosa, (2) compulsive binge eaters, (3) obese, and (4) not having any of the three previous conditions.

Due to the above-mentioned factors, many prior studies have used self-perceived food consumption

level as a proxy to the objective food consumption level, although we are not aware of any study that

establishes detailed guidelines of when self-reported subjective overeating and objective overeating

coincide or not. Furthermore, prior work in nutrition research suggests that adverse behavioral and

emotional effects of overeating arise not only after people eat an objectively large amount of food but

even when people think that they have overeaten (self-perceived overeating) compared to their prior

beliefs or current social context [295, 408, 409]. This is why many studies regarding psychology and

eating behavior consider self-perceived food consumption level to be an important attribute, especially

when considering eating as a holistic process to understand eating behavior [57, 515, 229].

Williamson et al. [561] captured overeating episodes by asking participants to report their perception of

whether they overate (a binary choice). In a study by Ruddock and Hardman [442], self-perceived food

consumption level was examined using a three-level coding system (eating more-than/less-than/as

usual). Moreover, Vartanian et al. [527] used a five-point Likert scale (1-5) in their study regarding food

consumption levels where 1, 3, and 5 corresponded to "ate much less than I normally eat", "ate similar

to the amount I normally eat", and "ate much more than I normally eat" respectively. By normal or as

usual, what these studies meant is in comparison to their past behavior, and how they perceive societal

norms regarding normal food intake. Following this literature, in this chapter, we define self-perceived

food consumption level as "eating more than (overeating condition), less than (undereating condition),

or roughly the same (as a usual condition) amount of food during an eating episode, in relation to the

person’s own estimated consumption, beliefs, and norms". Hence, from here onwards in this chapter, we

use the terms "food consumption level", "overeating", "eating as usual" or "undereating" to denote the

self-perceived and self-reported attributes.

4.3 Related Work

4.3.1 Internal and Contextual Factors Affecting Overeating

If we consider food consumption level, prior research has shown several factors that affect it such as

psychological aspects, sociability, activity levels and types, and food types [477, 205, 244, 389, 210,

556, 209]. A recent review discussed the complex relationship between psychology and food intake,

describing that stress and mood affect food consumption behavior, and it can lead to both overeating

or undereating depending on external or psychological stressors [477]. A recent article explained that

stress can lead to a lack of appetite in the short term (due to the high levels of hormone epinephrine

secreted by adrenaline glands) that would lead to undereating [559]. On the flip side, long-term

exposure to stress can cause people to overeat with the initial expectation of overcoming stress and a

bad mood that is driven by hormonal activity (due to another hormone released from the adrenaline

gland called Cortisol, which increases appetite). Many other studies confirm these findings; some

show that positive and calm affect, influenced by contextual factors (social gatherings, celebrations,

partying), can lead to overeating in the short term [64, 72, 389], while other studies show that longer-

term exposure to stress can lead to eating disorders [474, 97]. Further explaining the relationship

between human psychology and overeating, Vartanian et al. [528] described that many people perceive

the eating amount to be highly driven by internal factors such as hunger, feeling, and emotions rather

than external factors such as social context. In another study, Bongers et al. [63] showed that overeating

is not only driven by mood and negative affect but also external contextual factors. Studies also suggest
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that people who overeat do not self-perceive it at the moment and usually feel it sometimes after

consuming the food [210]. This could be due to the rapid nature of food consumption and the time the

body takes to generate the sensation of being full [28, 449, 210]. Considering this fact, we designed our

mobile surveys retrospectively rather than in-situ [463] as described in Section 2.1.2. In this chapter,

we focus on using a mobile food diary to identify short-term food consumption levels with eating

episode-level data.

4.3.2 Mobile Health Apps to Analyze Eating Behavior

Nutrition researchers have carried out mobile food diary-based studies to understand compliance

among young adults and children [8, 450], claiming that there is potential for young people to inde-

pendently record their food intake using photos. Most of the mobile food diary-based studies rely on

users taking and labeling pictures and manually entering calorie levels [337]. This is a tedious process

that can disengage people due to boredom [234]. Hence, studies say that the focus of modern food

diaries has been to reduce the effort by users to enter details, such that the benefits of having such

diaries outweigh the effort [20]. Following this, a direction pursued by mobile sensing and computer

vision researchers is to identify food categories and estimated calorie intake with photos [230, 338, 65,

284]. However, most of these applications still lack the accuracy to be applicable in any unrestricted

setting. As Min et al. studied in a survey [337], these studies have focused on food recognition and

use heterogeneous data sources such as social media and recipe datasets. In contrast, inferring food

consumption levels using contextual passive sensing data and self-reports is not a widely attempted

task in food computing research due to its challenging nature, starting from obtaining relevant data

with accurate ground truth.

Even though mobile food diaries have been studied extensively as stand-alone applications, food intake

is not necessarily a stand-alone activity and is associated with factors such as psychology, activity

levels, social context, and the general behavior of people as described in Section 4.3.1. Moreover, prior

research highlights the importance of building diaries that are not only aware of the food intake but

also the contextual, psychological, and social modeling of the eating episode [354, 114, 80]. Hence, our

focus is to find associations between perceived food consumption levels and features from passive

sensing and self-reports, using the intuition that representing an eating episode by merely the food

intake and type is not enough, but all the contextual and individual cues captured via passive sensing

features should be considered.

4.3.3 Mobile Sensing to Analyze Eating Behavior

The use of mobile sensing in food-related studies can be categorized into two main types: (1) detecting

and identifying eating events and time of eating using contextual sensing and (2) after eating events are

detected, identifying food types and characterizing eating events by identifying associations with user

context, food consumption levels, and other attributes.

Detecting and identifying eating events has been primarily approached using wearable sensing and

smartphone sensing. Rahman et al. [420] used wearable sensing to predict about-to-eat moments with

a recall of 77%. Bedri et al. [44] studied a wearable system called EarBit to detect chewing moments,

with 90.1% and 93% accuracies in lab settings and outside-lab settings, respectively. Thomaz et al.

[506] used a wrist wearable to detect eating episodes, reporting F1-scores of the range 70%-76% in two

lab-based experiments. In summary, these previous works attempt to identify the time of eating.
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When the time of eating is detected, the next step is to characterize eating events [339]. Madan et al.

[307] used mobile phone sensing to understand the food consumption of US university students for

a period of nine months and concluded that healthy food consumption patterns are related to the

health behavior of other people that they associate with (sociability). Seto et al.[469] used smartphone

sensing to identify eating behavior using self-reports and passive sensing and concluded that the eating

environment affects eating patterns. Biel et al. [55] deployed a mobile sensing application to track the

eating behavior of 122 Swiss university students. They gathered over 4440 eating events and performed

an eating occasion inference (meal vs. snack) task with an accuracy of 84% using data such as location,

time of the day, and time since the last food intake. Vu et al. [535] laid out a vision for wearable food

intake monitoring systems and emphasized the importance of identifying overeating moments. Zhang

et al. [588] used a wrist wearable to detect overeating episodes based on the number of feeding gestures.

They worked with the assumption that the higher the number of feeding gestures, the higher the

calorie intake and objective food consumption level, and they showed correlations between objective

calorie consumption and the number of feeding gestures. In this chapter, we consider eating events as

holistic [57, 515, 55], and attempt to understand self-perceived food consumption levels using passive

smartphone sensing and self-reports. We show that food consumption level is related not only to the

type of food but also to sociability, mood, stress, and other behaviors, some of which can be captured

or estimated using passive sensing features. In summary, this chapter differs from previous work

in five aspects: (1) we use smartphone sensing combined with mobile food diaries; (2) we consider

eating as a holistic event instead of just considering the type and amount of food; (3) we show that the

self-perceived food consumption level can be inferred using smartphone sensing and self-reports; and

(4) we provide preliminary evidence of using just passive mobile sensing features and time of eating, as

informative features for the inference of food consumption level of college students.

4.3.4 Study Objective, Hypothesis, and Dataset

The primary objectives of this chapter were to investigate links between food consumption level

and features derived using passive sensing and to leverage such links to automatically infer food

consumption level, as summarized in Figure 4.1. Prior literature has shown that passive sensing

features can be used to infer psychological and contextual aspects such as stress [468, 300], mood

[285], activity types [55, 185, 451], sociability [51, 26, 197, 196], and food types [339, 469, 55]. In

addition, a plethora of prior nutrition and behavioral science studies have linked the above aspects to

food consumption levels [556, 210, 209, 528] as discussed in Section 4.3. Knowing that smartphone

sensing features have shown correlations to certain attributes, which have also been connected to food

consumption levels as shown in Figure 4.1, our objective is to leverage these relationships studied in

prior literature to use passive sensing for inference of food consumption levels. Further, as mentioned

in Chapter 2 under MEX dataset, similar to Vartanian et al. [527], the app asked users to indicate their

food consumption level as (1) significantly less food than usual, (2) slightly less food than usual, (3)

about the same as usual, (4) slightly more food than usual, and (5) significantly more food than usual.

For our analysis, we define options 1 and 2 as "undereating", option three as "as usual", and options

4 and 5 as "overeating" in accordance with the definition we laid out in Section 4.2. With the MEX

dataset, we used mobile sensing features described in Table A.3.
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Figure 4.1: Objective of the Study

Figure 4.2: Bar charts for food intake reports with hour of the day in the x-axis and number of eating
events in the y-axis. "how_many" is the self-reported value from the food intake questionnaire regarding
how many eating episodes have occurred in the past four hours.

4.4 Descriptive Data Analysis (RQ1)

4.4.1 Food Types and Food Consumption Level

Figure 4.2 shows how different types of foods (meals in the top row, and snacks in the bottom row) were

reported. When the number of meals is 1 (top-left), the figure shows three clear peaks at around 10am,

2pm, and 8pm that correspond to breakfast, lunch, and dinner times, respectively. The peak for lunch

is visible when the number of meal events is 2, the dinner time peak is visible in the top-right figure.

Moreover, when considering plots for snack intakes (bottom row), the figures for "how_many" values of

2 and more than 2 are sparse, while in the plot for "how_many" having 1, there are two peaks, including

one around noon, which is also a time period between breakfast meal at 10am and lunch meal peak at

2pm.

In the dataset, the total number of meal episodes are distributed as 746 (55%) as usual , 319 (24%)

undereating, and 285 (21%) overeating. Hence, the number of undereating and overeating episodes are

comparable. For snacks, the numbers are distributed as 247 (49%) as usual, 190 (38%) undereating,

and 63 (13%) overeating. Hence, the percentage of overeating episodes during snacks is relatively low

compared to undereating, which is reasonable given that usual snacks are smaller in size. In addition,

the percentage of undereating snack episodes is significantly higher (1.5 times the percentage) than for

undereating meal episodes. Moreover, Figure 4.5 shows that a higher number of overeating events are
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Figure 4.3: Bar charts for ten different food categories. In each subplot, the x-axis indicates the three
classes regarding food consumption level, and the y-axis indicates the total number of reported cases.

Figure 4.4: Heatmap for hourly
food consumption episodes
considering snack intake.
"hours elapsed" denotes the #
of hours from the start of the
day.

Figure 4.5: Heatmap for hourly
food consumption episodes
considering meal intake.
"hours elapsed" denotes the #
of hours from the start of the
day.

Figure 4.6: Bar chart representing the
number of eating events related to
different social contexts and associ-
ated food consumption levels.

found closer to lunch and dinner meal peaks.

As shown in Figure 4.3, when considering food categories and consumption levels, overeating was

associated 93 times (35.4%) when "fats and oils" were present in the food as compared to undereating,

which was reported only 21 times (7%). Food type "meat and sausages" was also associated to overeating

almost twice the number of times as compared to undereating. For the food type "soft drinks or sugary

juices", overeating episode reports (46%) were almost equal to the number of "as usual" episodes (39%).

Moreover, for prepared dishes, the relation among "as usual", "overeating", and "undereating" was

3:3:1, which suggests that participants were highly likely to have reported "overeating" or "as usual"

when eating prepared dishes, that are typically found in restaurants, bars, or cafes. These results match

prior literature that links overeating to eating out in restaurants where food is often more palatable [322].

Moreover, our results are consistent with prior research that also suggests people reported overeating

in the presence of fats and oils, sugary drinks, and meat [226, 538].
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Figure 4.7: Bar chart represent-
ing reported concurrent activities
done while eating.

Figure 4.8: Mood while eating and
count of reported instances.

Figure 4.9: Stress while eating and
count of reported instances.

4.4.2 Sociability and Food Consumption Level

We considered 8 contexts of sociability in our analysis. 3 social contexts correspond to groups (with

family and friends, family members, friends or colleagues), 3 contexts correspond to eating with an-

other person (with one family member, boyfriend/girlfriend/partner, one friend/colleague), and the

remaining 2 contexts (alone, alone in a crowd) correspond to eating alone. Figure 4.6 shows the distri-

bution of food consumption episodes across different social contexts, and it indicates that all group

eating episodes had a higher number of overeating cases (substantially for family; slightly for the other

two) compared to undereating episodes. On the other hand, when eating alone, 230 reports indicated

undereating, and in the social context "alone in a crowd of strangers", the percentage of undereating

episodes (61.4%) is higher than the "as usual" percentage (25.3%). In summary, these results suggest

that when participants were in groups, they had more overeating episodes as compared to undereating

episodes. In eating behavior research, this phenomenon has been called social facilitation [209, 210].

These results match prior research that discusses eating as a holistic social event and how people tend

to eat more food than they usually eat when they are in more social contexts [556, 64, 209, 210]. On

the other hand, when alone, the number of undereating episodes rose significantly. Further, when

participants were with another person (partner, family member, friend), more undereating episodes

were reported compared to overeating in all cases. This could be because of the effect called impression

management, which deals with lowering food intake to please one’s companions [209, 210]. Moreover,

apart from face-to-face sociability, widespread mobile adoption has made people sociable in the online

sphere as well. Some studies have examined the differences and similarities of online and real-world

sociability of people in different countries [423]. In our dataset, apps such as facebook, whatsapp, and

instagram showed different usage levels around the three food consumption levels (e.g., usage of social

apps such as facebook and instagram have shown a higher frequency closer to overeating reports as

opposed to undereating reports). These observations conform with prior literature that has indicated

associations between social media use and food consumption [516, 537, 403].

4.4.3 Mood, Stress, and Food Consumption Level

According to Figure 4.8, when the mood was negative or very negative, people tended to report under-

eating. This result is puzzling, although some literature in nutrition and psychology has suggested that

loss of appetite has been indeed reported when people go through short-term episodes of negative

moods [559, 466]. The number of reported overeating episodes increases when going from a neutral to

a positive mood. Our analysis shows that out of all the overeating reports with a very positive emotion

(124 reports), the majority (47.58%) reported home as the eating location. Overall, the number of
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reports with negative or slightly negative moods (183 reports) is low compared to positive and very

positive moods (952 reports). As shown in Figure 4.9, a similar overall trend can also be seen for the

reported stress level. This similarity is reflected in the high and positive Pearson correlation coefficient

(0.77, p < 10−5) between mood and stress [48].

4.4.4 Concurrent Activities and Food Consumption Level

Figure 4.7 shows the types of concurrent activities done while eating as reported by the participants.

The "Nothing Else" category was reported 514 times, and it had the lowest percentage of overeating

reports (8.2%) out of all the different concurrent activities. As the literature suggests, this might be

because when participants are fully focused on the eating event, they are mostly aware of their food

consumption level [435]. Moreover, results suggest that participants reported more overeating episodes

as compared to undereating when they socialized while eating, which is consistent with prior research

that suggested social eating as an instance when people overeat [389, 64]. Furthermore, using mobile

phones while eating also corresponds to more overeating episodes than undereating. Watching TV had

about the same numbers for overeating and undereating. This result is consistent with a recent study

that explored the relationship between screen time (mobile or TV) and unhealthy diets [489]. Moreover,

another recent study suggested that distracted eating can lead to overeating [435], which indeed

happens when eating while using the phone or watching TV. This is also why studying screen time

and app usage are important when analyzing overeating episodes with a holistic approach. Moreover,

activities such as commuting, cooking, and reading had higher percentages of undereating as compared

to both overeating and as usual. Recent reports regarding commuting and overeating suggest that long

commutes could significantly influence overeating behavior [104, 225].

4.5 Statistical Analysis (RQ1)

4.5.1 Pearson and Point-Biserial Correlation for Self-Report Features

We conducted Pearson [501] (for mood, stress) and Point-biserial [45] correlation analysis (for social

context, food types and food categories because they are binary values) to understand feature rela-

tionships between self-report features and food consumption level, and some results are summarized

in Table 4.1. Mood, Stress, and Sociability showed correlation values above +0.29, indicating close to

moderate relationships. This is once again conforming to prior nutrition studies such as [556, 210,

209, 528], that linked psychological aspects and sociability to food consumption level. On the other

hand, we observed a correlation value of +0.22, which is a weak positive linear relationship between

food type and food consumption level. Food categories such as meat and sausages, food starches and

legumes, fats and oils have values above +0.3, indicating weak positive linear relationships with food

consumption levels. Similar findings were previously reported in some nutrition studies [226, 538]

where they reported overeating in the presence of categories of foods such as fats and oils and meat

and sausages.

4.5.2 Statistical Analysis of Dataset Features

Table 4.2 (left) shows statistics such as t-statistic [249], p-value [191], and Cohen’s-d (effect size) with

95% confidence interval (CI) [266] for all the features in the dataset for two groups: Overeating and

Underating (OverUnder). Hence, the objective is to identify features that would allow to discriminate
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Table 4.1: Pearson and Point-Biserial correlation analysis for some self-report features and food con-
sumption level.

Features Value Features Value
food consumption level 1 (+) food meat sausages .31827 (+)
mood .35927 (+) food fats oils .32637 (+)
stress .29719 (+) food starches lugumes .30412 (+)
social context .29165 (+) food prepared dishes .24144 (+)

food softdrinks sugery juice .25710 (+)

Table 4.2: Comparative statistics of 20 features across classes "overeating" and "undereating" (OverUn-
der) and "overeating" and "as usual" (OverUsual): t-statistic, p-value (* if p>0.01, ** if p>0.1, *** if p>0.5),
and Cohen’s-d with 95% confidence intervals. Features are sorted based on the decreasing order of
t-statistics.

OverUnder OverUsual
Feature Group t-statistic Cohen’s-d [95% CI] Feature Group t-statistic Cohen’s-d [95% CI]
social context CON 12.35 0.85, [0.71, 1.00] social context CON 5.77 0.53, [0.35, 0.72]
fats or oils FOOD 10.03 0.66, [0.52, 0.80] microsoft launcher APP 5.01 0.40, [0.21, 0.58]
meat or sausages FOOD 9.46 0.64, [0.50, 0.78] mood PSY 4.64 0.41, [0.23, 0.60]
mood PSY 8.76 0.61, [0.47, 0.75] prepared dishes FOOD 4.37 0.37, [0.19, 0.55]
starches or legumes FOOD 8.72 0.59, [0.45, 0.73] fats or oils FOOD 4.35 0.38, [0.20, 0.57]
stress PSY 8.31 0.58, [0.43, 0.72] softdrinks or sugery juices FOOD 3.97 0.34, [0.16, 0.52]
softdrinks or sugery juices FOOD 7.42 0.49, [0.35, 0.63] stress PSY 3.94 0.35, [0.17, 0.54]
prepared dishes FOOD 6.87 0.46, [0.32, 0.59] minutes elapsed TIME 3.57 0.34, [0.16, 0.52]
vegetables FOOD 6.63 0.44, [0.31, 0.58] hours elapsed TIME 3.52 0.33, [0.15, 0.52]
microsoft launcher APP 5.58 0.34, [0.20, 0.48] screen on count SCR 2.52* 0.22, [0.04, 0.40]
acc z abs bef ACC 4.41 0.31, [0.17, 0.45] meat or sausages FOOD 2.09* 0.19, [0.01, 0.37]
acc z abs ACC 4.38 0.30, [0.17, 0.44] facebook APP 2.00* 0.18, [-0.00, 0.36]
facebook APP 3.21 0.22, [0.08, 0.35] acc z bef ACC 1.85* 0.17, [-0.01, 0.36]
acc z abs aft ACC 3.14 0.22, [0.08, 0.36] salty foods FOOD 1.68* 0.15, [-0.04, 0.33]
minutes elapsed TIME 1.95* 0.13, [-0.00, 0.27] starches or legumes FOOD 1.64** 0.15, [-0.03, 0.33]
whatsapp APP 1.88* 0.13, [-0.01, 0.27] acc z ACC 1.61** 0.15, [-0.03, 0.33]
hours elapsed TIME 1.82* 0.26, [0.12, 0.39] acc z abs bef ACC 1.52** 0.15, [-0.03, 0.33]
instagram APP 1.32** 0.09, [-0.05, 0.23] acc y ACC 1.41** 0.13, [-0.05, 0.31]

between "overeating" (n = 348) and "undereating" (n = 509) episodes. Table 4.2 (right) shows the

same set of statistics considering the two groups Overeating and As Usual (OverUsual). The objective

here is to identify discriminating features for two groups "overeating" (n = 348) and "as usual" (n =

993) episodes, which are closer in range to each other. In both tables, the features are ordered by the

descending order of t-statistics. Moreover, since p-values are not sufficiently informative [577, 276], we

additionally calculated Cohen’s-d [429] to help understand the statistical significance of the features.

To interpret Cohen’s-d, we used a commonly used rule of thumb: small effect size = 0.2, medium effect

size = 0.5, and large effect size = 0.8. Moreover, we calculated 95% confidence interval for Cohen’s-d.

The higher the Cohen’s-d value, the stronger the possibility of discriminating the two groups using the

considered feature. If the confidence interval does not include zero, the confidence interval of the effect

size depicts the reliability of the effect size. If the confidence interval is on the positive side, the feature

could be promising for discrimination among the groups. Moreover, the narrower the confidence

interval, the higher the reliability of the calculated effect size.

In Table 4.2 (left), social context is the feature with the highest t-statistic, and it has a large effect size

too. Hence, it shows that social context during an eating episode is the most discriminating feature with

regard to OverUnder. In Table 4.2 (right), social is also the feature with the highest t-statistic, which

suggests that it is the most discriminating feature for OverUsual. Moreover, this feature’s t-statistic

and effect size has dropped from 12.35 and 0.85 to 5.77 and 0.53 from OverUnder to OverUsual. This

suggests that the social feature has a higher discriminating capability for OverUnder as opposed to

OverUsual.
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When considering food types, "fats or oils" was the feature from the FOOD feature group with the

highest t-statistic and effect size for OverUnder. However, a place down in OverUsual, whereas pre-

pared dishes had a t-statistic of 4.36 and less than medium affect size. Even features such as "meat

or sausages", "softdrinks or sugary juices", and "starches and legumes" switched positions in the

two tables showing that features that affect the discrimination of the three food consumption level

classes can differ in relevance. However, "starches or legumes" and "salty foods" contain zero in the

corresponding confidence interval for OverUsual, suggesting that they might not be reliable features

to distinguish between these two classes. Another feature, "vegetables" appeared in OverUnder with

medium effect size, but disappeared from the Table for OverUsual. In both tables, mood, and stress

showed differences across groups. The effect sizes were 0.61 (resp. 0.57) in OverUnder, and 0.41

(resp. 0.35) in OverUsual. This result again tallies with previous findings in nutrition and behavioral

psychology research as discussed in Section 4.3.

If we consider app usage, "facebook" and "microsoft launcher" are discriminant of the two classes in

OverUnder with high t-statistics and small, medium effect sizes, respectively. Even though "whatsapp"

and "instagram" appear in OverUnder, negative values in the confidence interval suggest that those are

not reliable features for discrimination. When considering activity level derived from accelerometer,

OverUnder contains three important features from z-axis, that have slightly high t-statistics and small-

to-medium effect sizes. However, in OverUsual, these features have gotten smaller effect sizes with

negative values in confidence intervals. Interestingly, minutes elapsed and hours elapsed features from

the group TIME have moved from low t-statistics and unreliably small effect sizes in OverUnder to

higher t-statistics and at least small effect sizes in OverUsual. This suggests that the time of the day at

which food intake has been reported would be important in deciding between "overeating" and "as

usual" episodes, but not between "overeating" and "undereating" episodes. Moreover, screen events

feature showed medium effect size and high t-statistics in OverUsual. It also supports findings from

prior literature that screen time is an important variable in determining "overeating" and unhealthy

dieting habits [489]. Further, features related to battery events (BAT) and radius of gyration (derived

using location data) did not seem to be significant enough features to discriminate food consumption

levels of consideration in either table.

4.6 Food Consumption Level Inference (RQ2)

4.6.1 Three-class Food Consumption Level Inference

The three-class inference task uses different subsets of features in the training set, and calculates

classification accuracy, precision, and recall. The target classes were overeating, undereating, and

as usual. We used python with scikitlearn and keras in this phase, and we conducted experiments

using several model types (in the decreasing order of accuracies for inference task G5): random forest,

naive bayes, gradient boosting, neural networks, XGboost, AdaBoost, and support vector classifiers.

However, considering space limitations and aspects such as interpretability and model personalization,

we present inference results for two models as follows:

(a) Random forest classifier (RF) with ntree values between 50 - 500: we got the highest accuracy values

for inference tasks using RFs. More importantly, RFs models output the feature importance values used

in inference, hence enabling us to understand and interpret the results.

(b) Multi-layer Perceptron Neural network (NN) with 3-4 layers with relu activations, dropout for regu-

larization, and binary cross entropy loss function (number of layers, number of nodes in intermediate
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layer/s changed depending on the feature group and the input dimensions; hyper-parameter tuning

was done for each feature group with the goal of obtaining the best model for the task): NNs provided

with reasonable accuracies, and allow transfer learning without much sophistication [384]. Hence,

we present results for NNs here because we use them for transfer learning to personalize models in

Section 4.6.2.

We followed the leave k-participants out strategy (k = 15) for all the experiments when preparing the

dataset, where training and testing splits did not have data from the same user, hence avoiding this

possible source of bias in the evaluation procedure. Moreover, when preparing the dataset, we made

sure that the classes are balanced by up-sampling the minority classes and down-sampling the majority

class to get a balanced dataset of 2400 records. The baseline for experiments is 33.3% since the classes

were balanced in all inference tasks. We conducted experiments for individual feature groups and

meaningful feature group combinations:

Self Reports without FOOD (G1): This corresponds to self-reports that would not be available in a

traditional mobile food diary, such as reports regarding eating context (sociability, concurrent activities),

psychological state (mood, stress) together with the time of eating. The objective is to show that even

without capturing the types and amounts of food, it is still possible to infer food consumption levels.

An envisaged application scenario of this inference is where the mobile health app simply captures

these few self-reports instead of all the food consumption details, hence making the user experience

better in terms of the lower burden of manual data input.

Self Reports (G2): This corresponds to all the self-reported features including food types and cate-

gories. In addition to features in G1, this also captures the types of food consumed by participants. This

inference would reaffirm the relationship shown in Figure 4.1 with regard to the association between

food consumption level and aspects such as mood, stress, sociability, activities, and food.

Passive Smartphone Sensing with TIME (G3): This feature group combination contained a single

self-reported variable (time of eating), and a set of passively sensed features without any user input,

such as accelerometer, app usage, location, screen usage, and battery events. Importantly, this group

reflects an envisaged mobile health application usage scenario where participants only report that

they ate, hence capturing the time of eating, without typing all the details about the food types and

amounts, sociability, and concurrent activities, hence making it less tedious. In addition, prior work

has examined the use of passive mobile sensing features to determine the time of eating [420, 44,

506], which is a separate open research question. Hence, this feature group combination denotes an

envisaged use case that depends on near-passive sensing.

All Feature Groups without FOOD (G4): This contained all feature groups except for FOOD. Hence,

this set of features would require the same set of user involvement/effort as in G1. As we are following

a holistic approach regarding food consumption, the goal here is to evaluate whether only knowing

about the contextual factors and sensing data without knowing the food types and amounts could

characterize the food consumption levels.

All Features (G5): This used all the available features to demonstrate the potential of a future mobile

food diary that is driven by passive smartphone sensing in addition to traditional self-reports. This

feature group captures food-related details, contextual and socio-psychological attributes, and passive

sensing data.

All Features w/ PCA (G6): Out of the 3 commonly used multi-modal fusion techniques: (a) data, (b)

feature, and (c) decision) [471, 122], all inference tasks in this chapter except for G6 used feature-level
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Table 4.3: Three-class food consumption inference (overeating, undereating, as usual) accuracy, preci-
sion, and recall obtained with a random forest classifier (RF) and a neural network (NN) using different
feature group combinations.

Feature Group Name (# of Features) RF NN

Accuracy Precision Recall Accuracy Precision Recall
Baseline 33.33% - - 33.33% - -
SCR (1) 40.26% 42.65% 40.97% 31.35% 33.46% 15.91%
APP (10) 47.52% 51.29% 46.74% 45.21% 48.68% 44.05%
PSY (2) 50.82% 52.36% 50.59% 44.88% 51.81% 44.54%
LOC (2) 56.43% 56.31% 56.68% 32.34% 29.63% 33.94%
CON (3) 62.37% 62.27% 62.37% 45.87% 55.08% 45.70%
BAT (2) 63.03% 61.58% 62.69% 50.03% 40.36% 51.64%
FOOD (15) 65.34% 66.11% 65.38% 60.72% 60.83% 60.78%
TIME (2) 67.65% 67.14% 67.01% 56.30% 56.04% 56.14%
ACC (18) 76.89% 83.89% 69.76% 47.52% 47.01% 57.89%

G1: CON + PSY + TIME (7) 81.19% 81.45% 80.91% 62.19% 62.39% 62.11%
G2: CON + PSY + TIME + FOOD (22) 82.50% 82.61% 83.56% 66.68% 67.29% 67.25%
G3: ACC + APP + LOC + SCR + BAT + TIME (35) 83.49% 83.19% 82.84% 73.26% 73.33% 72.20%
G4: ACC + APP + LOC + SCR + BAT + CON + PSY + TIME (40) 83.61% 83.99% 83.57% 79.20% 79.26% 79.17%
G5: All Features (55) 87.81% 87.97% 88.37% 82.17% 82.19% 82.95%
G6: All Features w/ PCA (principle components=4) (4) 83.53% 83.46% 83.54% 76.67% 76.94% 76.53%

fusion, that feeds a processed feature map into a classifier. In G6, we examined feature extraction and

dimensionality reduction with principal component analysis (PCA), which fuses the features before

feeding them into the classifier.

Results of the experiments (Table 4.3) show that RFs perform better than NNs across all feature groups

and evaluation measures. Hence, in this section, only the results from RFs are discussed. Table 4.3

shows that individual feature groups such as ACC (accelerometer data), TIME (time of the day), FOOD

(types of food consumed – similar to a traditional food diary), BAT (battery events), and CON (context

when consuming food) have accuracies above 60%, while the highest accuracy of 76.89% corresponded

to ACC feature group. This suggests that activity levels derived from the smartphone can be used to

distinguish food consumption levels, to some degree. This is justifiable because prior work in nutrition

and behavioral sciences has discussed the relation between food consumption levels and activity levels

[210, 556]. G2 provides an idea regarding accuracies that can be obtained with currently available

mobile food diaries that fully rely on participant self-reports. Accuracy, precision, and recall had values

in the range 81%-83%, suggesting that self-reports are performing well.

G3 shows that it has an even higher accuracy when compared to G1 or G2. Given that most prior

research in nutrition has relied on self-reports regarding food categories and volumes to analyze food

consumption behavior, this result shows that it is worth looking into passive smartphone sensing for

cues regarding food consumption levels, given that there are many aspects such as app use, screen

time, sociability that relate to the way people consume food in modern societies. Moreover, this result

aligns with the hypothesis we presented in Section 4.3.4 and Figure 4.1 with regard to the possibility of

inferring food consumption levels primarily using mobile sensing features.

G4, with an accuracy of 83.61%, shows the benefit of considering eating as a holistic event as compared

to just food categories and volumes. This accuracy, which is above the accuracy obtained with G2,

again shows the importance of the holistic view of eating. Finally, by combining all the feature groups

in G5, the model achieved an accuracy of 87.81%, a precision of 87.97%, with a recall of 88.37%, all of

which are encouraging. In addition, for G6, we got the best results with 4 principle components, an

accuracy of 83.53%, which is higher than G1 and G2, although it is still lower than the corresponding

feature level fusion (G5) that used the same set of features. This result suggests that passive smartphone
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Figure 4.10: Feature Importance generated using the RF for G5 Inference

Figure 4.11: Accuracies for different feature group combinations among GEN and PERS.

sensing can be of great value when incorporated into mobile food diaries that are currently based only

on self-reports. Further, these results also highlight the potential that passive smartphone sensing has

as part of mobile applications for food monitoring with less intrusive usage scenarios.

In Figure 4.10, we plot the importance of features in classifying food consumption levels using RFs for G5

inference, hence containing all the features. Results indicate that social, mood, and concurrent activity

are the self-reported features that were among the top 10 features. In addition, passive smartphone

sensing features such as battery level, acc z bef, acc x abs, radius of gyration, acc y abs bef, and acc y abs

were among the top 10 features in terms of feature importance. This indicates that activity levels and

phone battery levels around food intake events are useful as part of a rich model. It is also important to

note that even though food category-related features had high t-statistics and effect sizes in Table 4.2,

Figure 4.10 shows that those features did not have comparatively high feature importance values in the

RF.
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4.6.2 Model Personalization

In Table 4.3, we presented inference results without any personalization by only considering eating

event-level features, and by not considering any temporal features. In this section, we attempt to per-

sonalize inferences by considering aspects regarding inference models (model-wise) and by including

additional temporal features to the dataset (data-wise), with the expectation of increasing the accuracy

of food consumption level inference. Finally, we show results for NN models because they allow transfer

learning in a relatively straightforward manner.

Transfer Learning for Model Personalization

In a prior study, LiKamwa et al. [285] have shown that general models are sufficient when users do

not provide enough data for personalized model training. However, when the training dataset size

increases, e.g., when collecting data for more days, the personalized models outperformed general

models for inferences. In our dataset, we have limited data from individuals, hence restricting the

possibility of training separate personal models for all users. Hence, we trained models on general data,

and then follow a transfer learning approach to retrain the model with individual data. In our dataset,

11 users reported more than 50 food intake reports. For this task, we used the training procedures and

feature group combinations presented in Section 4.6.1. The two model types we used were:

(1) GEN: the model is trained on data from all users. However, as we described in the training procedure

in Section 4.6.1, we do not use data from the same individual in training and testing splits. Hence, this

model has been trained on a dataset in which the specific user’s data is not included. When testing, we

used 30% split of user’s data.

(2) PERS: We retrained the already trained model using a split (70%) from user’s personal data, and test

it on the unused 30% split of personal data.

We carried out experiments for the 11 users having more than 50 food reports, and included the average

results in Figure 4.11 by repeating experiments for five iterations. Results show that for all feature group

combinations, PERS outperformed the GEN with accuracies of the range 0.95% (G3) – 4.08% (G5).

Using Temporal Features for Model Personalization

The inferences done in previous sections did not consider food intake events to be linked to each

other, as we considered all the food intake events to be mutually exclusive from even past food intake

events of the same person. Adding temporal features could possibly increase accuracy. Hence, we

introduce four new features: (1) previous food consumption level (prev_level) - capturing the previous

food consumption level reported by the individual; and (2) three ratios to the dataset that capture the

temporal evolution of reported food consumption levels of an individual participant. The ratios are:

(2a) overeating ratio (oer): the total number of overeating episodes reported in the past, divided by the

total number of episodes up to that time; (2b) undereating ratio (uer): the total number of undereating

episodes reported in the past, divided by the total number of episodes by that time; (2c) as-usual

ratio (aur): the total number of as-usual episodes reported in the past, divided by the total number of

as-usual episodes by that time. Hence, these three ratios capture the participants’ reporting history.

Moreover, when calculating the ratios, we examined two temporal windows: (1) Last ten food intakes

(L10), which captures the recent food consumption levels; and (2) All previous food intakes (ALL),

which captures the overall history of an individual. We assessed the efficacy of these features using the
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Table 4.4: Summary of the Qualitative Analysis.

Topic Insight & Quotes
Stress Stress can play a key role with regard to eating behaviors. Stress has caused undereating or overeating in participants.

“[...] we really eat according to how we feel at that moment.” (Female 30 yo)
“[..] when I’m stressed, I tend to skip meals and end up eating later more food than I should, including grease food.”
(Female 24 yo)

Food
types

Food types and portions eaten by volunteers varied significantly. Variability depends on the place, social context, stress
level, and activity load. Food eaten at the school cafeteria and places around campus often have lower quality and
variety than food prepared at home. Junk and fatty food are widely available to students, which sometimes fosters
unhealthy eating behaviors.
"Nutritious things are generally more expensive and take longer to cook. Therefore, we choose to eat fast food."
(Female 22 yo)
“The time we dedicate to preparing our food, we want to live at a very fast pace, and we prioritize spending time on
social networks. If we spent some of that time preparing our food, we would consume a much smaller amount of fast
food.” (Male 24 yo)

Places
and
Times

Participants mainly eat at home and the school cafeteria. Some prepare their food at home and take it to school, and
others go to restaurants or cheap kitchens near school. Eating schedules are mainly determined by study/work load.
However, some students only eat when they find the opportunity to do so, or have free time (they have no defined
schedules). In general, reported times for breakfast, lunch and dinner are between 6:00 a.m. to 12:00 p.m., 1:00 p.m. to
6:00 p.m. and 9:00 p.m. 00 to 00:00, resp.
“I eat when I have free time” (Female, 21 yo)
"I mainly eat at the university cafeteria or places around. I sometimes eat at home" (Male 22 yo)
“I prepare breakfast and dinner, and my mother cooks lunch for me” (Female 20 yo)

following two tasks:

(1) GEN-RATIO: we re-trained all the models for feature groups G1 to G5 including the four features, for

both temporal windows, using the approach presented in Section 4.6.1, and tested using the data from

the aforementioned 11 participants.

(2) PERS-RATIO: we re-trained all the personal models for feature groups G1-G5 for 11 participants, for

both temporal windows, using the approach presented in Section 4.6.2 by including the four additional

features that capture their temporal evolution.

As shown in Figure 4.11, results suggest that using these four features increased the accuracies for all

four model-feature combinations (GEN-RATIO L10, GEN-RATIO ALL, PERS-RATIO L10, PERS-RATIO

ALL) with accuracies in the range 0.1% to 3.9%. In addition, for the feature prev_level, for groups

overeating and undereating, we obtained a Cohen’s-d of 0.30, which suggests that this feature is

informative of overeating vs. undereating episodes. Moreover, the three ratios had Cohen’s-d values

between 0.12 and 0.16, which are less than the small effect size. In summary, the model performance

can be increased by using features that consider the longitudinal aspects of data.

4.7 Discussion

4.7.1 Feedback from Participants

We start this section by summarizing some of the feedback obtained from the study participants

(semi-structured interviews, focus group, and questionnaire) in Table 4.4.
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4.7.2 Passive Smartphone Sensing for Characterizing Food Consumption Levels

Results presented in prior sections confirm that our hypothesis regarding food consumption levels and

passive sensing features (Section 4.3.4) is valid. Most smartphones are capable of both continuous

sensing (feature groups APP and SCR) and interaction sensing (feature groups such as ACC, BAT,

TIME, LOC) for behavioral modeling. Obviously, these sensing modalities do not directly capture the

food type or internal aspects that nutrition and behavioral science researchers have linked to food

consumption levels in the past. However, in Section 4.6.1, we showed the potential of using passive

smartphone sensing to infer food consumption level. What these modalities sense is not the food type

or psychological aspects, but the physical activity levels and smartphone usage behavior. Given that

physical activity levels have been linked to stress and mood in prior mobile sensing literature [418,

468], we believe these passive sensing modalities contain contextual information that could directly

relate to food consumption behavior, and that is the reason why inferring food consumption levels

with an accuracy of 83.49% using passive smartphone sensing and time-related features was feasible.

This is one of the first studies in this direction, and there are plenty of opportunities to explore eating

as a holistic event as we did here. Given that computer vision researchers are focused on identifying

food intake types and levels using images of the food portion (Section 4.3), we could expect food

consumption self-reports to get automated in future mobile food diaries. However, considering that

eating is a holistic event driven by many factors, further research to determine food consumption

behavior could enable advanced mobile food diaries that do not solely depend on user input to generate

recommendations and interventions.

4.7.3 Further Informative Features Regarding Food Consumption Levels.

We acknowledge that the features we generated from passive modalities are simple and easier to

interpret when associated with eating episodes. However, there is ample opportunity to build upon

these findings, and develop novel features that could discriminate food consumption levels with higher

accuracies. For example, in this chapter, all the accelerometer features are single-dimensional and we

did not use linear acceleration or 2D resultant acceleration features due to some limitations in the data

collection process (not having data from the gyroscope to match accelerometer traces so that gravity

biases could be removed [41, 207]). Moreover, when considering app usage behavior, the features we

used only determined whether a particular app was used or not during the time window of the eating

episode. However, advanced research could be done to determine the usage times of each app during

eating episodes, hence obtaining a comprehensive understanding of app usage behavior related to

eating. Moreover, using a low-power API such as Google Activity Recognition API to detect activity

types could generate new features that might be beneficial in characterizing eating events.

4.7.4 Accounting for Diversity

The eating behavior of people in different countries vary depending on a plethora of factors such the

culture, type of food they consume, concurrent activities while eating, and how they perceive events

such as eating [529, 563, 254]. Hence, it is important to clarify that the results from the deployment of

our application in Mexico are exploratory and not representative of the food consumption behavior

of people from other regions. Moreover, if other aspects apart from food are considered, there are

already known differences with regard to factors such as sociability [394, 444], activity levels [195, 39],

and phone usage [286, 397] in different countries, and these aspects could get reflected in smartphone

sensing datasets. For example, a study regarding the sociability of university students in Mexico and
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the USA showed that Mexican students perceived themselves to be less sociable compared to how

Americans perceived themselves, although in reality, Mexicans were more sociable [423]. Moreover,

results show that Americans socialize more in private environments or by interacting through social

media. On the other hand, Mexican students preferred to be more social in person with people who are

around them [423]. A similar trend was visible in our results as depicted in Section 4.5.2, where social

was the feature with the highest t-statistic and effect size among all features used in the analysis. Hence,

we could expect differences in passive sensing data obtained from students in these two countries. It is

fundamental to consider human diversity in smartphone sensing studies, and we believe more studies

should integrate these diversity aspects in the future. Hence, future research could look into deploying

mobile food diaries with sensing capabilities in diverse user groups based on ethnicity, culture, and

geographic regions. In our opinion, the goal of such studies is to build models for mobile food diaries

that generalize well enough to cater to and adapt to diverse user populations. Even though our study

is focused on college students of a Latin American country, we believe that this is a first step in this

direction.

4.7.5 Limitations and Future Directions

Similar to other prior mobile sensing in-the-wild deployments [55, 454, 468, 30], we used feature-level

fusion techniques in the inference task except for G6. However, other decision-level fusion techniques

could be explored in future work for similar mobile sensing datasets. Further, this chapter used the

MEX dataset from college students in Mexico. Even though the features we used did not contain

country-specific details, studies similar to this could be carried out among diverse user groups within

Mexico and also in other countries to determine the validity and applicability of our approach to user

groups of diverse ages and occupations. Moreover, we prepared the base dataset (in Section 2.1.2)

assuming that individual eating episodes are mutually exclusive (similar to prior studies regarding

mobile app deployments in-the-wild [418, 468, 454, 55, 285]). By making this assumption, we created a

general dataset for the worst-case scenario where no temporal relationship between eating events for a

given individual is assumed, hence avoiding any personalization effect due to considering longitudinal

features from the same individual. However, in Section 4.6.2, we show how some basic longitudinal

features can be used to personalize inferences, hence leading to higher accuracies for food consumption

level inferences. We believe it is best to examine these longitudinal aspects in depth in separate studies

that explicitly focus on these aspects.

Similar to other studies, in the real-life app deployment, it becomes challenging to verify all the self-

reports given by participants [468, 55, 454, 285]. For example, in our study, even if photos of food

types were captured, it is difficult to verify other self-reports such as sociability, concurrent activities,

mood, and stress. While we used different techniques to monitor the completion of food intake reports

in line with prior work [55, 454], we believe that these are challenges that are common, especially

during real-life field experiments where subjective reporting is used to collect ground truth labels.

In future work, an interesting question relates to possible gender differences in mobile food diaries.

Prior literature has suggested gender differences in food choice [552], activity levels [27], app usage

[251], and different factors that we discovered in this chapter to be affecting food consumption level.

Moreover, the number of participants in our study was 84, which is reasonable given the recent food

studies in smartphone sensing by Seto et al. [469] (12) and Biel et al. [55] (122). We collected data

from participants for a longer time span compared to Biel et al. (10 days) and Seto et al. (6 days).

Further, many other recent smartphone sensing studies with app deployments had participants in the

range 50 - 100 [67, 30, 179, 545]. Based on this, we believe that the total number of events we captured
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through the study could be enough to answer the research questions we addressed here reasonably.

Future work could investigate larger sample sizes, which could allow us to study issues of generality

and personalization in more depth.

4.8 Conclusion

In this chapter, we examined the eating behavior of 84 college students using MEX, a dataset consisting

of smartphone sensing data and self-reports. We demonstrated that behavioral mobile sensing and

self-report features of college students around eating events can be used to infer self-reported food

consumption levels. We achieved an accuracy of 87.81% for the 3-class food consumption level

inference task, showing the potential of passive sensing together with self-reports in future mobile food

diaries. Further, we show that an accuracy of 83.49% can be achieved for the same classification task by

only using passive sensing data and time of eating events in an envisaged simplified mobile food diary

usage scenario. This performance suggests that smartphone sensing opens the possibility of detecting

self-perceived food consumption levels in future mobile health applications, which would need to be

validated further with larger and more diverse user populations.
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5 Sensing Eating Events in Context: A
Smartphone-Only Approach

While the task of automatically detecting eating events has been examined in prior work using various

wearable devices, the use of smartphones as standalone devices to infer eating events remains an

open issue. This chapter proposes a framework that infers eating vs. non-eating events from passive

smartphone sensing and evaluates it on a dataset of 58 college students. First, we show that the time

of the day and features from modalities such as screen usage, accelerometer, app usage, and location

are indicative of eating and non-eating events. Then, we show that eating events can be inferred

with an AUC (area under the receiver operating characteristics curve) of 0.65 using population-level

machine learning models, which can be further improved up to 0.81 for user-level and 0.81 for hybrid

models using personalization techniques. Moreover, we show that users have different behavioral and

contextual routines around eating episodes, requiring specific feature groups to train fully personalized

models. These findings are of potential value for future mobile food diary apps that are context-aware

by enabling scalable sensing-based eating studies using only smartphones; detecting under-reported

eating events, thus increasing data quality in self-report-based studies; providing functionality to track

food consumption and generate reminders for on-time collection of food diaries; and supporting

mobile interventions towards healthy eating practices. The material of this chapter was originally

published in [323].

5.1 Introduction

According to prior work in nutrition science and public health, unhealthy eating practices could lead

to severe conditions such as heart disease, diabetes, high blood pressure, and high cholesterol [454,

420, 44]. Hence, understanding the etiology and managing eating behavior is crucial. Fueled by such

motivations, researchers have come up with different techniques to detect and monitor food intake,

among which keeping food diaries (also known as food journaling and food logging) is one of the

most common ones [234]. On an individual level, food diaries help users with self-awareness, self-

monitoring, and behavior change, and have also helped people with weight loss goals [578, 234]. At

the population level, they help researchers conduct large-scale studies to understand population-level

food consumption [234]. Food diaries originated as a pencil-and-paper based technique [13], but in

recent times mobile food diaries have become popular, and widely adopted commercial mobile health

(mHealth) apps such as Samsung Health [451] and MyFitnessPal [360] allow users to keep food diaries

and facilitate mindful eating.

While keeping a food diary has many benefits, it is difficult to sustain the practice of reporting all

65



Chapter 5. Sensing Eating Events in Context: A Smartphone-Only Approach

food intake over long periods due to a plethora of personal, societal, and technological factors such as

forgetting to report food, losing motivation to report, and self and recall biases (e.g, not reporting all

eating events intentionally) [330, 234, 578]. Such drawbacks have called for tools and techniques to

automatically recognize eating events, as this would allow remind users to report food intake on time.

Prior studies in mobile sensing have used wrist wearables [507, 578, 505], jaw-bone wearables [452],

earables [53, 44], necklaces [98, 589], and other sensing modalities [420, 333] to detect eating by sensing

wrist movements, bites, swallowing, and mastication among many other actions. While most of these

techniques have shown promising performance in lab settings, some have also performed reasonably

in everyday life conditions. However, these techniques require specific hardware configurations and

wearables to be worn, which might be both a hassle for some users and unaffordable for others.

Furthermore, wearable-based eating detection systems would have to maintain a connection with

smartphones to automatically trigger actions on the phone, which requires bluetooth, wifi, or data

connections to be kept turned on. As wearables are known for low battery life, the need to run

continuously could drain the battery even faster. In contrast, recognizing eating events directly on the

smartphone could address some of these usability and technical issues. Moreover, unlike wearables,

smartphone coverage and mHealth app usage are already high in many countries [345]. For example,

96% of young adults aged 18-29 in the United States own a smartphone [343], and Nutrition and Diet

apps have become the second most common app category among mHealth app users, just behind

Fitness apps [345]. Prior studies in mobile sensing have looked into improving mobile food diaries with

context-awareness [330, 55, 328, 329]. However, whether smartphones alone be used to recognize eating

events remains an open question. Considering these aspects, sensing eating events on smartphones

could provide the following benefits:

Automatic Food Intake Tracking and Reminders: Keeping mobile food diaries manually can be cumber-

some as people tend to forget to report [47]. Automatic eating event recognition could, on the one hand,

keep track of eating events to provide feedback and remind users to report forgotten eating events. If

such inferences were combined with other inferences such as food type [55], social context [328], or

food consumption level [330], a holistic food diary could be maintained with minimal user input. This

vision has been discussed in prior dietary monitoring [47] and sensing [325] literature.

Self-Report Validation: A challenge in self-report-based questionnaires is under-reporting, i.e., par-

ticipants failing to report eating events [47]. In the context of mobile food diaries, when an actual

eating event is incorrectly considered as a non-eating event, it adds noise to the data, which can be

detrimental when training machine learning models. A low-cost smartphone-based system that could

estimate if a period contained an actual eating or non-eating moment could filter out highly confident

self-reports from noisy reports. This would lead to higher quality labels for public health studies and

for training machine learning models in research and commercially available food diaries.

Mobile Interventions: After determining whether someone is eating or not, many subsequent inferences

to determine the behavior and context of eating could be made [55, 329, 330, 328]. These inferences

could help provide context-aware interventions and feedback to app users [47]. More importantly,

sensing eating events with the phone could be done without relying on external wearables, possibly

reaching larger and more diverse populations.

Population-Level Studies: Smartphone-only inferences could make it easier for nutrition scientists

and dietitians to conduct population-level eating studies among larger populations without the need

for additional hardware such as wearable devices. Current population-level eating-related studies

are predominantly done using self-reports. Some drawbacks of such studies, related to participant

burden and attention limits of self-reports, could be addressed by automatically detecting eating events.
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Prior work has discussed the use of wearables for automatic dietary monitoring in population-level

studies [47]. Furthermore, a recent study discussed the detection of eating events using wearables to

trigger further data capture on mobile food diaries [354]. However, conducting large-scale studies using

additional wearable devices is expensive. Hence, the proposed method, based solely on smartphone

sensing, could be helpful for nutrition researchers and dietitians to overcome issues in current methods

and facilitate the implementation of population-level studies by automatically inferring eating events.

In summary, while the characterization of eating has been attempted in the smartphone sensing

domain (social context [328], food consumption level [330], food category and type [55]), the use of

smartphones as standalone devices to infer eating events remains as an open issue. In this chapter, we

examine whether smartphone sensing features could be used to classify time windows as corresponding

to eating vs. non-eating events using user-level, hybrid, and population-level machine learning models

[152].

We pose two research questions:

RQ1: What situational contexts and behaviors around eating and non-eating events can be observed

by analyzing the everyday eating events of a group of college students obtained via passive smartphone

sensing?

RQ2: Can eating and non-eating events be inferred by only using passive smartphone sensing?

By addressing the above research questions, this chapter provides the following contributions:

Contribution 1: We analyzed how passive smartphone sensing features differ for eating and non-eating

in everyday life situations. As a case study, a subset of the MEX dataset, which has over 12000 eating

and non-eating events provided by 58 college students in Mexico, was used. We showed that features

from modalities such as application usage, accelerometer, location, and time of the day are informative

of eating and non-eating events.

Contribution 2: We defined and evaluated the task of inferring eating and non-eating events using

passive smartphone sensing data, obtaining an AUC of 0.65 with population-level models, which can

be increased to 0.81 with user-level models. Moreover, we showed that feature selection plays a key role

when training user-level models. Each user might need models that use different features (compared to

others) to achieve high performance. This shows the behavioral diversity of people around eating and

the need to consider such diversity in building machine learning models that recognize eating events.

We also found that hybrid models (partially personalized) perform reasonably well and on par with

user-level models. The results illustrate the potential of using passive smartphone sensing for building

context-aware and automated mobile food diaries.

This chapter is organized as follows. Section 5.2, describes the background and discusses related

work. In Section 5.3, the study design, data collection procedure, and feature extraction techniques

are provided. Section 5.4 presents a descriptive analysis and a statistical analysis of the dataset. The

inference task is defined and evaluated in Section 5.5. A number of important issues are discussed in

Section 5.6. Finally, the chapter is concluded in Section 5.7.
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5.2 Background and Related Work

5.2.1 Nutrition Science Perspective

Eating as a Holistic Event. Guided by how and why people eat, Bisogni et al. [57] provided a contextual

framework for eating and drinking events, describing them as holistic events with eight interconnected

dimensions. The dimensions are food and drink (type, amount, source, how consumed), time (chrono-

logical, relative experienced), location (general/specific, food access, weather/temperature), activities

(nature, salience, active or sedentary), social setting (people present, social processes), mental pro-

cesses (goals, emotions), physical condition (nourishment, other status), and recurrence (commonness,

frequency, what recurs). The primary idea behind this framework is that situational and behavioral

factors guide eating. Further, Jastran et al. [229] showed that eating routines are embedded in the

schedules around daily lives related to family, work, and recreation. They also said that repetitive

patterns could be found in eating episodes among participants regarding the type of food and the

situational context in which food was consumed. Similar ideas were proposed in other studies that

also showed that social context, activity levels and types, psychological aspects, location, food avail-

ability, and several other situational and behavioral factors could affect eating behavior [477, 210].

Ma et al. [304] found that people in small towns and rural areas tend to travel sizable distances for

lunch. In larger towns, people consume lunch at places closer to their workplace (e.g., canteen, close

by restaurants, fast-food outlets) because of the limited time available for eating. This shows how

eating behavior is related to dimensions such as recurrence, location, and time. Further, some studies

examined links between app usage and eating behavior. For example, Turner et al. [516] showed

that excessive Instagram usage could be indicative of Orthorexia Nervosa, a condition of having an

obsession with maintaining a healthy eating behavior, including a focus on healthy eating, food anxiety,

and dietary restrictions.

Even though not conclusive, such studies point towards modern mobile social media playing a role

in shaping eating behavior. Hence, all these nutrition and behavioral sciences studies demonstrate

how different behaviors and situational factors could affect eating behavior. In addition, they also show

the repetitive nature of different dimensions around eating events, which could be helpful in terms of

modeling eating behavior using smartphone sensing and machine learning. Moreover, even though

there is no concrete definition regarding eating events or episodes [47], going with the terminology

regarding holistic eating behavior, throughout this chapter, the term eating episode is used as the

actual time period of food intake. Moreover, the time period around the food intake also contains

behaviors and contexts around the eating episode (e.g., going to the place of eating and coming back,

using particular mobile apps before/after/while eating, etc.), that help us to consider eating as a holistic

event is termed as eating event. Hence, an eating event is the eating episode, and behavior and context

before and after the eating episode are captured with a time window. This definition is in line with

prior work in mobile sensing that looked into characterizing eating and drinking events [55, 30, 330,

328]. More details regarding how these terms are operationalized can be found in Section 5.3.3.

Situational Context and Behavior as Proxies to Eating Events. Mobile sensing studies collect passive

sensing and self-report data that can be broadly categorized into three pillars [325]: person, behavior,

and context. What this means is that each sensing modality will be taken as a proxy to a trait that is

related to a person (i.e., mood, stress, sociability, age, sex, etc.), behavior (i.e., activities, routines, etc.),

or context (i.e., location, social context, environmental context, date and time, etc.). Prior work in

smartphone sensing has shown that passive sensing features can be used to infer psychological aspects

such as mood and stress (person) [468, 285], activity levels and types (behavior) [417, 451], sociability
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and social context (person, context) [51]. In the context of eating behavior, these pillars of data can be

mapped to the eight dimensions proposed by Bisogni et al. [57]. Gatica-Perez et al. [167] showed that

mobile sensing features and self-reports could be represented using Bisogni’s framework to understand

eating routines meaningfully. In essence, this means that smartphone sensing features have shown to

be promising in inferring attributes that have shown to be part of the eight dimensions related to eating

events. Such relationships have been used in prior ubiquitous computing (ubicomp) studies regarding

the eating and drinking behavior [30, 167, 55, 262, 454, 327, 330]. Leveraging these relationships, this

chapter seeks to examine whether smartphone sensing could be used to directly infer eating events by

taking situational context and behavior sensed via smartphones as proxies for eating events. This study

objective is summarized in Figure 5.1. Hence, we hypothesize that date and time, application usage,

screen usage, activity level, and movements are indicative of eating and non-eating.

5.2.2 Mobile Food Diaries

Food diaries are essential to understanding individual and population-level eating practices [234].

While manual food logging using pencil-and-paper-based techniques could be useful for self-reflection,

mobile food diaries allow logging fine-grained details (weight and size of dishes, variety of dishes)

about eating episodes more systematically by searching food types, varieties, and sizes in a database

and logging them [234]. Some recent mobile food diaries have also looked into easing the process

of logging using speech and photos [302]. Going a step further, some studies looked into estimating

the calorie intake [377] and also calorie deficit by combining information from food diaries and

passively detected physical activities [129]. Some popular mHealth apps that provide food journaling

functionalities include Samsung Health, Lose It!, MyFitnessPal, EasyDietDiary, and SparkPeople [234,

330]. However, while food diaries provide many benefits, they also come with a plethora of drawbacks

such as tediousness in using and finding the correct food type, difficulty in recording the correct dish

size, and losing interest in logging over time, among which one of the most common drawbacks is

users forgetting to report eating episodes [234, 55]. Hence, to overcome this barrier, researchers have

come up with automated eating detection systems using different mobile sensing modalities [354,

507, 98, 589, 55]. In a nutshell, these systems would detect eating episodes and provide interventions,

automatically keep track of events, or remind users to report details about the eating episode on a

mobile food diary. The goal of this chapter, too, is similar. However, the main difference is that this

study only used smartphones to make the inference, while previous studies used wearables.

5.2.3 Mobile Sensing for Eating Behavior Monitoring

Mobile sensing studies for eating behavior monitoring could be segregated into two main categories

[325]: (1) detecting eating events (i.e., time of eating); and (2) characterizing eating events by identifying

behavioral and situational context-related routines around eating episodes. Many prior studies using

wearable sensing modalities to detect eating episodes fall under the first category. For example, Chun et

al. [98] used a necklace-based wearable to detect jawbone and head movements in determining eating

episodes. Their technique showed a precision of 95.2% and a recall of 81.9% in controlled studies, a

precision of 78.2%, and a recall of 72.5% in a free-living study. Bedri et al. [44] studied an ear-worn

wearable system called EarBit to detect chewing moments, with 90.1% and 93% accuracies in lab

settings and outside-lab settings, respectively. Further, they showed that they could recognize eating

episodes ranging from 2-minute snacks to 30-minute meals. Morshed et al. [354] used a wristwatch-

based eating detection system, obtaining an accuracy of 96.5% in detecting eating episodes. They

also showed how detecting eating episodes using a wearable could trigger momentary ecological
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Figure 5.1: Objective of the Study

assessments (EMA) in the smartphone to capture additional contextual and behavioral information

about the eating episode. Thomaz et al. [507] also showed that it is possible to detect eating episodes

using smartwatch-based inertial sensors with F1 scores of 71.3% and 76.1% in two experiments done

in free-living conditions. Moreover, Rahman et al. [420] used a combination of wrist-worn wearables

and audio from a mic to predict about-to-eat moments with a recall of 77%. Further, they showed that

personalization could increase the recall up to 81%.

Table 5.1 summarizes the differences between other mobile sensing studies and this study. On a funda-

mental level, while all other studies primarily used wearables, this study uses commodity smartphones.

Further, while many prior studies focused on using sensor data streams from one or two wearable

sensing modalities, rich and multimodal sensor data streams coming from smartphones are focused

on here. In addition, while most studies attempt to detect eating episodes by sensing actions such

as hand movement, chewing, bites, mastication, etc. (hence using them as proxies for eating), we

seek to understand eating and non-eating events with behavioral and contextual features captured via

smartphone sensors and leverage them to detect eating events.

5.2.4 Smartphone Sensing for Eating Behavior Monitoring

Smartphone sensing has not been often used to monitor eating behavior. Even the available studies

focused on only characterizing eating events. Madan et al. [307] conducted a study to understand

the eating behavior of university students in the United States. They concluded that healthy eating

behaviors of individuals are related to the health and well-being of others with whom they associate.

In another study, Seto et al. [469] concluded that behavior and context could affect eating patterns.

However, these studies did not attempt an inference task using smartphone sensing data. Biel et

al. [55] used smartphone-based contextual sensing to characterize eating events by detecting meal

vs. snack events using a time window of two hours around eating episodes to aggregate sensor data.

They deployed a mobile application among 122 Swiss university students, collecting over 4440 eating

episodes. They performed an eating occasion type inference (meal vs. snack) with an accuracy of

84% with features such as time of the day, time since the last food intake, location, and other sensor

data. Meegahapola et al. [330] showed that self-reported food consumption levels (eating as usual,
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Table 5.1: Summary of Eating Detection Approaches in Mobile Sensing. LB: Lab-Based and IW: In-The-
Wild experiment.

Study N LB IW Modality (Sensor Location) Sensors Proxy

Morshed et al. [354] 28 ✓ ✓ Smartwatch (Wrist) Accelerometer Hand Movement
Kadomura et al. [236] 5 ✓ Sensing Fork (Fork) Single-pixel RGB color sensor Color of the food

Accelerometer & Gyroscope Hand Movement
Three-electrode Conductive Probe Electrical conductivity of food

Gao et al. [163] 28 ✓ ✓ Bluetooth headset (Ear) Microphone Mastication
Deglutition

Chun et al. [452] 23 ✓ ✓ Jawbone-mounted (Jawbone) Accelerometer & Gyroscope Mastication
Rahman et al. [420] 8 ✓ Microsoft Band (Wrist) Accelerometer & Gyroscope Physical Movement

Affectiva Q sensor (Wrist) Electrodermal activity sensor Psychological arousal
Wearable microphone (Neck) Microphone Chewing and swallowing
Smartphone (Smartphone) GPS sensor Location

Thomaz et al. [507] 28 ✓ ✓ Smartwatch (Wrist) Accelerometer Hand Movement
Bi et al. [53] 24 ✓ ✓ Ear-mounted Sensor (Ear) Microphone Chewing Sound
Ye et al. [578] 7 ✓ Pebble Smartwatch (Wrist) Accelerometer Hand to mouth eating gestures
Mondol et al. [349] 74 ✓ Smartwatch (Wrist) Accelerometer Hand Movement

EMG sensor Motion & EMG activities
Chun et al. [98] 17 ✓ ✓ Necklace (Nect) Proximity sensor Head & Jawbone movements
Thomaz et al. [505] 14 ✓ Wrist-wearable (Wrist) Accelerometer & Gyroscope Wrist Movements
Zhang, et al. [589] 20 ✓ Necklace (Neck) Accelerometer, Gyroscope, Magnetometer, Head Movement and Chewing

Proximity, Ambient light
Bedri et al. [44] 10 ✓ ✓ Ear wearable (Ear) Microphone & Proximity & IMU Chewing
Merck et al. [333] 6 ✓ Smartwatch (Wrist) Accelerometer, Gyroscope, Magnetometer Wrist Movements

Google Glass (Head) Accelerometer, Gyroscope, Magnetometer Head Movements
Ear wearable (Ear) Microphone Chewing Sounds

Dong et al. [137] 43 ✓ Ear wearable (Ear) Microphone & Proximity & IMU Chewing
Our Study 58 ✓ Smartphone (Any) Multimodal Behavior and Context

overeating, undereating) could be inferred with an accuracy of 83.49% in a three-class inference task

using only smartphone sensing features with a one hour time window around eating episodes. In

another study, Meegahapola et al. [328] showed that the social context of eating events could be inferred

with accuracies above 77% for student populations in two countries. However, all these efforts are

towards characterizing eating events and not detecting them.

The uniqueness of the above studies is that similar to Bisogni et al. [57], they consider eating episodes

as holistic events that happen amidst different behavioral and situational circumstances, in addition to

the main action of eating. Further, they have performed inferences assuming that eating episodes can

be detected, including the hour of eating as a feature in inference models. Therefore, the inference can

only be made once the eating events are detected. These studies build upon the premise that wearables

can detect and smartphones can characterize eating events. In this chapter, we consider eating as a

holistic event and attempt an eating event detection task that has not been attempted in prior work.

Further, since prior work has shown that smartphones fare reasonably well in characterizing eating

events, this work complements them well in showing the potential of using only smartphones for

detecting eating events.

Finally, as shown in Figure 5.1, the methodology was rigorously evaluated using different sensor

features, feature selection techniques, model types, and personalization techniques.

5.3 Data, Smartphone Features, and Definition of Eating/non-eating

Episodes

5.3.1 Dataset

We used the MEX dataset regarding the eating behavior of young adults from our previous work [330],

which was described in Chapter 2. A summary of mobile sensing features is also provided in Table A.3.
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5.3.2 Ground Truth and Passive Sensing Data

The mobile app was designed to capture retrospective self-reports. It is worth noting that dietary

recall techniques are common in eating behavior studies (e.g., 24H dietary recall [292, 81]). Hence,

during three timeslots of the day that are a minimum of four hours apart, the mobile application sent a

reminder to participants to report food intake (note that a far lesser four-hour window was used in this

study to capture eating reports compared to a typical 24H recall). The ground truth responses were:

(a) Case 1: no food intake within the last four hours.

(b) Case 2: one food intake within the last four hours.

(c) Case 3: two or more food intakes within the last 4 hours.

In Case 2 and Case 3, they were asked to report how long ago the last food intake occurred, and the

possible answers included 0-30 min, 31-60 min, 60-90 min, 90-120 min, 120-150 min, 150-180 min,

180-210 min, and 210-240 min ago. This report helps to determine an approximate eating time (Tanc ) as

an anchor for the last eating episode. For example, if a self-report was done at 8.00 pm, and if the eating

episode occurred 31-60 minutes ago, the approximate eating time was about 45 minutes ago (mean

of 31 and 60), hence Tanc = 7.15 pm. Further, in Case 2, except for the time window corresponding

to that eating episode, the rest of the times correspond to non-eating. Hence, a maximum of two

non-eating events from such self-reports were randomly sampled. Furthermore, in Case 1, the last

four hours would correspond to a non-eating period, and a maximum of three-time windows were

randomly sampled from the last four hours as Tanc for non-eating events. Moreover, it is worth noting

that all eating and non-eating events were chosen such that they are non-overlapping when sensor

data are aggregated with a time window (described in the next sub-section), hence avoiding any biases

in the evaluation. While self-reports were captured only three times per day, passive smartphone

sensing data were captured throughout the 24 hours. The sensing modalities include the accelerometer

(ACC), location (LOC), battery (BAT), screen (SCR), and application usage (APP). A summary of passive

smartphone sensing features used in the study is given in Table A.3.

5.3.3 What is an Eating Event?

TancTanc - X Tanc + X
Time

X minutes

Figure 5.2: Time Window for Sensor Data Aggrega-
tion

A 2X time window around Tanc was used to aggre-

gate sensor data to match a self-report as given

in Table A.3. According to Figure 5.2, 2X time

window means that the inference can be done X

minutes after the Tanc . Using a larger time win-

dow like one hour (X = 30 minutes) is common

for ubicomp studies regarding eating and drinking behavior that considers the context and behavior of

participants in addition to the actual eating/drinking episode [30, 330, 55, 327]. This does not mean

that the time of inference should be 30 minutes after the end of eating. In reality, it could be much less

than that because eating episodes can span around 20-30 minutes. Moreover, even though most of the

analysis in the next sections focuses on a one-hour time window, the time window can be changed

depending on the dataset and application requirements. In Section 5.6, this is further discussed.

With the said time window, for the previous example where Tanc = 7.15pm, sensor data would be

aggregated from 6.45pm (Tanc -30) to 7.45pm (Tanc +30). In case participants reported that they did

not have food during the last four hours, and if the self-report time is Tsr , Tanc was chosen carefully to

make sure that a half-an-hour window was present on either side of the Tanc , within the non-eating

time window (Tsr -30 >= Tanc and Tanc >= Tsr -210). This is to ensure that there are sufficient sensor
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(a) All Users (b) User A (c) User B

Figure 5.3: Violin plots of six selected accelerometer features for all the users and for two randomly
selected users

data (one hour) in a non-eating time window to match the self-report. Again, it is worth noting that

all the eating and non-eating events in the dataset contain non-overlapping sensor data. Hence, each

event is mutually exclusive, and there is no data leakage. Moreover, there is no clear definition for the

terms ‘eating event’ or ‘eating episode’ as these terms have been used interchangeably in different

studies [47]. Therefore, for clarity, throughout this study, the one-hour time window reported by the

participants as they had food during that time is referred to as an eating event. This event consists of

the actual eating episode (i.e., the time period of actual eating) and of an extended time period that

aims to capture the surrounding behavior and context around the eating episode, similar to prior work

[30, 55, 330, 328, 327]. Finally, a one-hour time window in which food is not consumed by participants

is referred to as a non-eating event.

5.4 Descriptive and Statistical Analysis of Sensor Data and Eating

Events (RQ1)

Accelerometer Features. Figure 5.3 shows accelerometer data distributions for all users and two

randomly selected users. In Figure 5.3a, accelerometer data distributions for eating and non-eating

events look similar when all the users are considered in general, with minimal differences between

means in all six features. However, for individual users in Figure 5.3b and Figure 5.3c, there are visible

differences in accelerometer data distributions. Hence, even though the all-user distribution looks the

same for eating and non-eating events, individual-level differences could be leveraged when building

inference models by considering within-user differences during eating and non-eating events.

Location Features. Figure 5.4a shows a distribution of eating and non-eating events for different

values of radius of gyration for all users. Although, according to the figure, the ratio of eating to non-

eating is almost the same for all radius of gyration values other than between 3-4, a relative increase

in eating events can be seen. This suggests that a significant amount of movement during an hour

corresponds to eating events. This finding is coherent with prior work that said people might travel a

sizable distance at noon in search of food, regardless of the geographical location [246, 304]. However,

when distributions of two randomly selected users are considered (Figure 5.4b and Figure 5.4c), even

though the distribution of user B is almost the same as all-users distribution in Figure 5.4a, user A has a

different distribution. That user has eating events only from 0 to 2 radius of gyration values, suggesting
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(a) All Users (b) User A (c) User B

Figure 5.4: Distribution of eating and non-eating events for different radius of gyration values for all
the users and for two randomly selected users

(a) All Users (b) User A (c) User B

Figure 5.5: Distribution of app usage for eating and non-eating events for all users and for two randomly
selected users

that while moving user A has not eaten. Therefore, these diagrams capture the behavioral diversity of

people in terms of movement during a one-hour window and how such movements correspond to

eating and non-eating.

Application Usage Features. Figure 5.5a provides the app usage distribution for eating and non-eating

events for all the users. Results suggest that the proportion of app usage for a particular app could

differ between eating and non-eating. For example, more people used Spotify than YouTube during

eating events, whereas there was more YouTube usage compared to Spotify during non-eating periods.

While these population-level statistics look interesting, individual-level app distributions for two

random users in Figure 5.5b and Figure 5.5c suggest that individual-level app usage could alter from

the population level. For example, user A has not used Instagram and Chrome while eating. They have

used YouTube more than Facebook while eating whereas used Facebook more than YouTube when not

eating. User B has also used Chrome only while not eating. These individual app usage differences

are in line with prior work in mobile sensing that has shown that app usage behavior could be used to

identify users [136]. Furthermore, app usage behavior has shown good performance for other eating

and drinking behavior-related tasks [454]. In addition, prior work has proposed that app usage can be
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Figure 5.6: Three Phases of the Study

used to gain an understanding of user context [62]. Hence, when combined with findings in prior work,

the descriptive results indicate why person-level models could be useful over population-level models

to capture these fine-grained behavioral differences among people, especially when considering app

usage behavior.

In summary, descriptive analysis of the dataset shows that features from passive sensing modalities

could indicate eating and non-eating events, especially when combined with the time of the day.

Further, results for some modalities such as APP, LOC, and ACC suggest that only considering data from

a single user could capture individual-level behavioral differences with regard to eating and non-eating

events, that would otherwise be not noticeable when considering population-level behaviors. In the

next section, these feature-level relationships are examined and quantified in more detail using various

statistical techniques.

5.5 Detecting Eating Events and Important Features (RQ2)

5.5.1 Two-Class Eating Event Inference

In this section, we used different feature group combinations to infer eating vs. non-eating events using

smartphone sensing data. Scikitlearn framework [391] and python is used to conduct experiments in

three phases using different model types: (1) Random Forest (RF) [117], (2) Naive Bayes (NB) [432], (3)

Gradient Boosting (GB) [365], and (4) AdaBoost (AB) [457]. These models were chosen by considering

the tabular nature of the dataset, the interpretability of results (e.g., getting feature importance values),

and the small size of the dataset. Further, similar to recent ubicomp work [29], the Synthetic Minority

Over-sampling Technique (SMOTE) [86] was used to prepare training sets for each inference task. In

addition, the F1-Score and AUC scores, both with macro averaging, are reported. This would give

equal emphasis to both classes, hence indicating whether both eating and non-eating classes are

classified well. Moreover, the three phases of experiments are described below (named user-level,

population-level, and hybrid in line with prior work [152]) and summarized in Figure 5.6.

Population-level (BASE): These models are also called population-level models. The leave-one-out

cross-validation strategy that is commonly used in mobile sensing research [285, 330] is used in this

phase. The objective is to train a set of users and test a user not seen on the training set. Hence, this is

the base accuracy because, from a mobile sensing standpoint, this corresponds to a situation where

a new user is starting to use a mHealth app, and the server does not have any data from the user.
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Therefore, the machine learning model used on the user’s app is a general model trained with data

from other users. This is the accuracy that can be expected for a new user without any personalization.

Hybrid (PERS1): This corresponds to a situation where the server has some data from a new user to

include in training a partially personalized model. However, the server does not have enough data

from that user to train a separate, fully personalized model. From a mobile sensing standpoint, this

corresponds to a situation where users have used a mHealth app for some time, hence generating

some data for model training. Then, users use the mHealth app that contains the partially personalized

model. The generated model is partially personalized because user data has been used in training

the model, and the same user’s data would be used in testing. When conducting experiments, it was

ensured that each training split contained data from other subjects (similar to leave-one-out cross-

validation) and 70% data from the target user, and the rest of the data points of that user were used to

test the model.

User-level (PERS2): These models are also called user-level models. The server has enough data to

train entirely personal models for each user. Hence, testing is done with a model that is trained with the

same user’s data. This corresponds to a fully personalized scenario from a mobile sensing standpoint

[285] where users have used a mHealth app for some time and have produced enough data for the

server to generate a fully personalized model. In this case, different users would have different models.

Hence, the approach was evaluated by training the model using 70% data from each user, testing with

the rest of the data of that user, and finally averaging the results of all the users. These models are also

called user-level models.

We conducted all three experiments using several feature group combinations. The first task was to

understand whether single-feature modalities could be used for the inference task. This is important

because prior work has shown that having multiple models that can make the same inference could be

useful for robust mobile sensing systems in situations of sensor failure [454]. For instance, a college

student might turn off the location sensor during some hours because that sensor could drain the

battery faster. In such situations, having different inference models that use other data sources to make

the exact inference is crucial. In addition, the feature group TIME would indicate whether time alone

could be a good predictor for eating and non-eating events. Hence, the experiments were conducted

for feature groups LOC, SCR, TIME, BAT, APP, and ACC separately.

There are three more feature groups where all features are used. First, the ALL feature group considers

all the features available for the inference task. Then, ALL-PCA used principal component analysis

[564] to obtain the optimum number of principal components to get the best accuracy using all

features. Then, ALL-FS used a sequential forward feature selection algorithm [312] to select the best

set of features for a given inference task. For BASE and PERS1, feature group after feature selection is

common for all users because there is only one model for all users. However, since there is one model

for each user in PERS2, different feature groups are used to train models after feature selection.

Table 5.2 and Table 5.3 summarize the results of experiments. First, in Table 5.2, BASE results are shown

for all inference models. As per the results, the best-performing models are different for different

feature groups. The highest F1-score of 0.74 and AUC of 0.65 for the BASE came from the RF when using

the ALL feature group. These results suggest that BASE scores for the inference tasks are moderate.

Then, personalized results (PERS1 and PERS2) are included in Table 5.3. Considering space limitations,

this table only contains results from RF because they provided the best performance for PERS1 and

PERS2 in most cases. There is a bump in AUC scores for PERS1 compared to BASE in most cases. In

addition, for ALL, ALL-PCA and ALL-FS, F1 scores increased by over 6%. ALL-FS with an F1 feature
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Table 5.2: Averaged F1-score (F1) and AUC of 58 users, calculated using four different models, for the
BASE of eating event detection task. For ALL-PCA, the number in square brackets (e.g. [c=6], etc.)
indicates the number of principal components used for the inference. For ALL-FS, the notation in
square brackets (e.g., [F3], [F7], etc.) indicates the name of the feature group. More details about feature
groups, including the list of features in each group, are given in Appendix (Table A.1).

Feature Group RF NB GB AB
(# of Features) F1, AUC F1, AUC F1, AUC F1, AUC
Majority Class 0.00, 0.50 0.00, 0.50 0.00, 0.50 0.00, 0.50
LOC (1) 0.72, 0.50 0.72, 0.48 0.72, 0.51 0.72, 0.52
SCR (2) 73.0, 0.52 72.7, 0.54 72.7, 0.53 72.7, 0.54
TIME (3) 0.72, 0.51 0.72, 0.54 0.72, 0.52 0.72, 0.53
BAT (6) 0.71, 0.51 0.72, 0.50 0.72, 0.52 0.72, 0.53
APP (10) 0.72, 0.51 0.70, 0.51 0.72, 0.51 0.72, 0.51
ACC (18) 0.72, 0.55 0.72, 0.55 0.72, 0.54 0.72, 0.52
ALL (40) 0.74, 0.65 0.70, 0.56 0.72, 0.59 0.72, 0.56
ALL-PCA 0.73, 0.53 [c=5] 0.72, 0.53 [c=1] 0.72, 0.52 [c=4] 0.72, 0.52 [c=4]
ALL-FS 0.74, 0.65 [F1] 0.71, 0.51 [F7] 0.72, 0.58 [F3] 0.72, 0.50 [F7]

Table 5.3: Averaged F1-score (F1) and AUC calculated using random forest classifiers, for BASE, PERS1,
and PERS2 of the eating event detection task of 58 users. For ALL-FS, the notation in square brackets
(i.e. [F1]) indicates the name of the feature group. More details about the feature group, including the
list of features in the group are given in the Appendix (Table A.1).

Feature Group BASE PERS1 PERS2
(# of Features) F1, AUC F1, AUC F1, AUC
Majority Class 0.00, 0.50 0.00, 0.50 0.00, 0.50
LOC (1) 0.72, 0.50 0.72, 0.52 0.74, 0.59
SCR (2) 0.73, 0.52 0.72, 0.52 0.73, 0.57
TIME (3) 0.72, 0.51 0.71, 0.52 0.72, 0.52
BAT (6) 0.71, 0.51 0.72, 0.56 0.73, 0.60
APP (10) 0.72, 0.51 0.72, 0.51 0.71, 0.51
ACC (18) 0.72, 0.55 0.75, 0.66 0.79, 0.73
ALL (40) 0.73, 0.65 0.81, 0.81 0.80, 0.73
ALL-PCA 0.73, 0.53 [c=5] 0.79, 0.72 [c=4] 0.81, 0.76
ALL-FS 0.74, 0.65 [F1] 0.81, 0.81 [F1] 0.85, 0.81

set provided the best F1 score of 0.81. Finally, the best F1 score out of all inference tasks (0.85) came

from PERS2 with the ALL-FS feature group. Similar patterns could be seen with AUC scores. Since

PERS2 averages results from 58 different users, the model for each user had different feature sets after

feature selection that provided the best performance. Section 5.5.2 discusses more details about these

feature sets. This suggests that while user-level models could help detect eating events with reasonably

high performance, depending on the user, it is better to select the best set of features using a feature

selection technique. In addition, hybrid models perform fairly well compared to user-level models for

most feature groups.

5.5.2 Feature Importance for Eating event Detection (RQ2)

In order to study individual differences further, Figure 5.7 gives BASE feature importance values

(Figure 5.7a) and PERS2 feature importance values for three randomly selected users (Figure 5.7b,

Figure 5.7c, and Figure 5.7d) based on Gini importance of RF classifiers. These figures illustrate how
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(a) BASE (b) User A

(c) User B (d) User C

Figure 5.7: Feature importance values from RFs for (a) BASE and (b)–(d) PERS2 models from three
randomly selected users.

Table 5.4: Personalized eating event detection accuracy breakdown for random five users in PERS2 with
ALL-FS. F1-score (F1) and AUC are shown. The top performing feature group, and modalities included
in the feature group are shown with ✓. F1-score Bump indicates the F1-score of BASE (Blue), increase
in F1-score from BASE to PERS1 (Green), from PERS1 to PERS2 (Orange) for each user.

User F1, AUC LOC ACC APP BAT SCR TIME F1-score Bump
1 0.92, 0.82 ✓ ✓ ✓ ✓ ✓
2 0.84, 0.59 ✓ ✓ ✓ ✓ ✓
3 0.88, 0.91 ✓ ✓ ✓ ✓ ✓ ✓
4 0.81, 0.48 ✓ ✓
5 0.98, 0.99 ✓ ✓ ✓ ✓ ✓

70% 100%

datasets from different users have varying features that could discern between eating and non-eating.

For example, BASE (0.081, 0.055) and user A (0.076, 0.048) had high values for the time of the day

(minutes_elapsed, hours_elapsed). However, for user C (0.027, 0.019), the values for those features are

low. Moreover, BASE (0.059) and user B (0.053) had high values for battery_level, whereas for user A

(0.037) and user C (0.031) had lower values compared to other features. Another feature that had a

clear difference was radius_of_gyration. It was high for BASE (0.058), user A (0.062), user B (0.049), and

low for user C (0.031). On a feature group level, the ACC feature group had very similar values across

all features [0.035,0.040] in BASE, whereas user A and user C had highly varied feature values, where

some ACC feature values are comparatively higher than other features values. These findings point

toward why PERS2 models provided significantly higher accuracy than the BASE. This is because PERS2

captures user-specific behaviors regarding eating events.

5.5.3 Effect of Personalization on Individuals

Table 5.4 shows the PERS2 results breakdown for five random users. The maximum F1 score attained

by a user here with PERS2 was 0.98. In addition, for five users here and, in fact, for all 58 users for whom

PERS2 models were trained, after feature selection, no two users shared the same feature group, which

resulted in the highest accuracy. For example, user 3 used features from all feature groups in the model
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to attain an F1 score of 0.88, whereas user 4 used a selected set of features from only APP and SCR to

attain an F1 score of 0.81. In addition, the F1-score bump representation shows that the PERS2 score

of different users increased by different amounts compared to BASE and PERS1 results for individual

users. For example, for user 5, the BASE to PERS2 increase was 24%, whereas for user 1, the increase

was 2.6%. This shows how the effect of personalization could vary from user to user depending on the

chosen features. It is also worth noting that for no user, both the F1-score and AUC decreased when

going from BASE to PERS1 to PERS2.

5.6 Discussion and Limitations

We now discuss the implications as well as the limitations of our work.

Time Window for Eating Event Detection. It is worth noting how a chosen time window affects the

inference task. Similar to other inferences of human activities in ubicomp research [55, 330, 468, 327,

30], eating event inference is carried out with a time-window based approach, with fixed or variable

frequencies, depending on the application. For example, typical activity recognition algorithms that use

time windows of 3-10 seconds could run once every second with overlapping sensor data segments or

run every thirty seconds to generate sparser inferences. In prior work, Bae et al. [30] used thirty-minute,

one-hour, and two-hour time windows for drinking event detection. Meegahapola et al. [330] used

a one-hour time window to detect subjective food consumption level inferences. This research is in

line with Bisogni’s contextual framework [57], which not only considers eating/drinking events but

the whole context around them. Similarly, the models discussed in this chapter could also be run with

different time intervals, depending on the use case. For example, with a one-hour time window, if

the inference task was performed for Tanc = 2.15pm at 2.45pm, and run again for Tanc = 2.17pm at

2.47pm, the granularity would be higher, compared to running the second inference after another hour

for Tanc = 3.15pm at 3.35pm. In addition, as shown in the previous section, this inference could be

run for shorter time windows, obtaining reasonable inference accuracies. Even though the one-hour

time window performed better for this dataset, shorter time windows might perform better for other

datasets. Coming back to the previous example, with a shorter twenty-minute time window, for Tanc =
2.15 pm, the inference could be made at 2.25 pm, hence reducing the time between Tanc and inference

time. Hence, the time window and inference frequency should be chosen depending on the use case

and the available data. Future work could explore how these aspects affect inference performance in

more depth. Furthermore, we produced results for different time windows ranging from ten to ninety

minutes (not included here due to space limitations). The best average results were obtained for the

sixty-minute case, closely followed by fifty minutes and seventy minutes. Hence, only the results for

the sixty-minute case were included throughout the chapter. However, as mentioned earlier, different

time windows could be used in future work depending on the dataset and features.

Effect of Automatic Inferences on Battery Life. Many prior automatic dietary monitoring inference

systems have used wearable devices, which required the device to run inference models continuously

at fixed or variable intervals [47]. This could have a significant impact on the battery life of wearables.

In addition, wearable devices rarely work alone as standalone devices. Typical wearables connect to

smartphones, and smartphone apps are used to provide feedback and interventions to people. In the

case of reminding users to fill in self-reports, users typically need to fill in food diaries on the phone as

it is challenging to use a food diary on a wearable device. Hence, maintaining this connection with

the smartphone could also affect the battery life of both the phone and the wearable. Eating event

detection on the phone would reduce most of these issues. In the results section, we showed that
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models performed well for ALL, interaction sensing modalities (INTSEN - SCR, APP), and continuous

sensing modalities (CONSEN - LOC, BAT, ACC) for both PERS1 and PERS2. While CONSEN would

consume far more battery life as it uses accelerometer and location-related features, INTSEN only

uses app usage and screen usage, which are just phone usage logs. This makes INTSEN inferences

computationally cheaper than those using CONSEN or ALL. However, the set of features available in the

dataset for APP and SCR are not rich, and future data collection efforts could look into collecting richer

datasets that could further increase performance. Overall, INTSEN could be a low-cost alternative to

phone-based eating event tracking, compared to CONSEN and wearable-based tracking. In this sense,

INTSEN could be used as a low-power sensing modality to trigger more accurate, high-power CONSEN

or ALL-FS models, as discussed in [47].

Interpretation of Eating Event Detection. There are many ways in which an eating event can be

interpreted. In this chapter, an hour period that contains an eating episode is considered as an eating

event. This was done with the assumption that there is a time period in which participants prepare

for eating (going to the place of eating, preparing food, etc.) and move on to other activities after the

eating event. Hence, the objective was to capture all such behaviors using sensing modalities. This is in

line with the idea of capturing holistic food consumption events similar to prior work in smartphone

sensing [55, 57, 30, 327, 330, 327]. However, some previous studies only investigated detecting eating

gestures from hands, neck, chews, or mastication, and thus, in many such cases, eating episodes

are detected by sensing different phenomena (e.g., hand motion in wrist-based sensing, chewing in

earable-based sensing, or jaw bone movement in necklace-based sensing). In addition, some studies

have modeled eating event detection as a time-series data analysis problem. In contrast, the approach

discussed in this chapter did not consider the time-series nature of the data, and we extracted eating

and non-eating events using short-term retrospective self-reports to model inferences using a tabular

dataset (Figure 5.1). Due to these differences in sensing and modeling techniques, there is no direct

comparison possible with previous work. It is worth noting that there exist subtle differences in how

eating events/episodes are defined in different studies, and results should be interpreted with caution

by understanding the essence of each individual work.

About to Eat, Eating Now, or Just Ate? Even though previous research has used terms such as eating

event detection, eating moment recognition, and eating detection, there is a fundamental difference

between what is being sensed and when it is being sensed. In addition, depending on when sensing

occurs, there are differences w.r.t. how such sensing techniques can be used to benefit users. For

example, Rahman et al. [420] explicitly mentioned that they are predicting about-to-eat moments to

predict eating episodes before they occur. Such inferences are useful for interventions because they

can motivate a user not to eat or used to ask users to control their eating amount before an episode

occurs. However, this method might not be used for automated food tracking because predicted eating

episodes might or might not happen due to interventions. Furthermore, other studies attempt to detect

the episode during the actual eating action [507, 44, 98]. In such cases, it is challenging to ask users

not to eat because they are already doing it. However, these approaches could be used for certain

interventions and automated food tracking. Additionally, assume that there is a need for users to

complete mobile food diaries. In this case, it might be less desirable to trigger reminders at the moment

itself, as prior work has shown that people do not appreciate it when they are disturbed during eating

moments [325, 55]. On the other hand, in our approach, an eating event is detected retrospectively

and approximately less than thirty minutes after the end of eating. The proposed technique is less

useful for in-the-moment interventions. However, it could be used for interventions regarding future

eating events. The proposed technique would also work for automated food tracking, as it would allow

reminding users to fill in food diary reports within a short time after eating, hence not disturbing them
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during actual eating times. This could also reduce recall bias because it would not be too far from

the actual eating episode. Hence, as explained, depending on the time events are sensed, the most

appropriate use cases would be different. These aspects should be considered when building future

sensing techniques for mobile food diaries.

Other Informative Features. It is important to acknowledge that it was challenging to generate

interpretable and meaningful features from the dataset. First, it was clear from the results that ACC

features were informative of eating and non-eating events. This means that activity levels are helpful

in discerning between the two classes. However, the only available features were statistical features

generated from the accelerometer axes, which are hard to interpret. More easily interpretable features

such as activity level (i.e., step count) and activity type (i.e., walking, sitting, driving, running, cycling,

etc.), which can be captured using activity recognition engines in modern smartphones, were not

available in the dataset. Future work should look into capturing such interpretable features, which

can be generated with low-power consumption on a smartphone. It was also impossible to determine

app usage times for features in the APP group because such features were not available in the dataset.

This is another aspect that could be improved when creating mobile sensing applications for future

studies. Another challenge in the data filtering and processing phase was missing data, especially from

the location sensor. As the location sensor consumes a high amount of power, there is a tendency for

participants to turn off this sensor. Finally, researchers could examine other modalities such as touch

and typing events, notification clicking behaviors, and continuous sensing modalities such as ambient

light sensors, which are typically available in modern smartphones and have shown promise in other

smartphone sensing-based behavioral modeling tasks [325].

Importance of Diversity-Awareness. Depending on demographic attributes, lifestyle, and culture,

eating behaviors can significantly vary [438, 304]. Early work documented differences between men

and women related to eating behavior [438]. Other statistics show country-based differences. For

instance, people in European countries like France, Italy, and Spain spend more time a day on average

eating and drinking than people in the United States [319]. Our work has studied the eating behavior of

a group of college students in Mexico. The results can not be assumed to represent the eating behavior

of other age groups from the same country or people from other countries. Prior work has highlighted

the importance of considering diversity awareness in social platforms that use mobile sensing and

machine learning [247, 458]. Hence, future work needs to be carried out for different age groups and

countries.

Additional Assumptions and Implications.

In the first place, our work assumes that human behavior does not change significantly over time

with respect to app usage, screen usage, and activities. However, this is not always the case, as the

lifestyle and behavior of people could indeed change over a period of time. Future work could look

into using time windows (e.g., one month, two months, etc.) when selecting data for training models.

Unfortunately, the dataset used in our work did not allow us to capture such behavioral changes

because the data collection involved only a few weeks. Examining such temporal behavioral change

was not a goal of this work and is out of the scope of the chapter.

In the second place, we assumed that there is no relation between eating and non-eating events of the

same person, even within the same day. However, this might not be the case because eating and not

eating are temporally linked, e.g., long periods of not eating could increase the possibility of eating. On

the flip side, eating a meal right now would increase the possibility of non-eating in the next few hours.

With the studied dataset, it was not possible to test such phenomena because only three self-reports
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were collected per day. Therefore, all eating and non-eating events might not be present. This topic

is open for future investigation. In the third place, another limitation is that eating events could be

under-reported for convenience or other reasons (i.e., a person reporting non-eating in a case when an

eating event indeed occurred). Even though this might add some noise to the dataset, prior work also

suggests that it is difficult to capture and verify all self-reports during real-life experiments [468, 55,

454, 285].

As a fourth issue, general machine learning models with feature level fusion were used in our work,

similar to many prior smartphone sensing in-the-wild deployments [55, 454, 468, 30]. Whether other

decision-level fusion techniques could be used for this task is open for future investigation. Finally,

regarding statistical analyses, even though we used a reasonably larger sample size compared to other

ubicomp studies, future work in this domain could examine larger sample sizes to examine the issues

of generality and personalization in more depth. Note also that the Bonferroni correction [531] was

not used when calculating p-values even though there were multiple comparisons in the statistical

analysis. So, the results regarding p-values need to be interpreted with caution.

5.7 Conclusion

In this chapter, we examined the eating behavior of 58 college students in Mexico using self-reports

and passive smartphone sensing data. First, it was shown that the time of the day, and features from

modalities such as screen usage, accelerometer, app usage, and location are indicative of eating and

non-eating events. Then, it was shown that eating and non-eating events can be inferred with an

AUC of 0.65 (F1-score of 0.75) using a population-level model, which can be further improved up

to an AUC of 0.81 (F1-score of 0.85 for user-level and 0.81 for hybrid models) using personalization

techniques. Using feature importance values from classification models and sequential forward feature

selection techniques, our work showed that best-performing, user-level models for different users rely

on different feature groups. These findings are encouraging for future mobile food diary apps that are

context-aware for both user- and population-level use cases.
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6 Inferring the Mood-While-Eating with
Community Based Personalization

The interplay between mood and eating has been the subject of extensive research within the fields

of nutrition and behavioral science, indicating a strong connection between the two. Previous work

relied on questionnaires and mobile phone self-reports to investigate the relationship between mood

and eating. Additionally, phone sensor data have been used to characterize both eating behavior

and mood, independently, in the context of mobile food diaries and mobile health applications.

However, limitations within the current body of literature include: i) the lack of investigation around

the generalization of mood inference models trained with passive sensor data from a range of everyday

life situations, to specific contexts such as eating, ii) no prior studies that use sensor data to study

the intersection of mood and eating, and iii) the inadequate examination of model personalization

techniques within limited label settings, as we commonly experience in mood inference (i.e., very

less negative mood reports compared to positive or neutral reports). In this chapter, we sought to

examine everyday eating behavior and mood using two datasets of college students in Mexico (NME X =

84, 1843 mood-while-eating reports) and eight countries (NMU L = 678, 329K mood reports incl. 24K

mood-while-eating reports), described in Chapter 2, containing both passive smartphone sensing and

self-report data. Our results indicate that generic mood inference models decline in performance in

certain contexts, such as when eating. Additionally, we found that population-level (non-personalized)

and hybrid (partially personalized) modeling techniques were inadequate for the commonly used

three-class mood inference task (positive, neutral, negative). Furthermore, we found that user-level

modeling was challenging for the majority of participants due to a lack of sufficient labels and data

from the negative class. To address these limitations, we employed a novel community-based approach

for personalization by building models with data from a set of similar users to a target user. Our findings

demonstrate that mood-while-eating can be inferred with accuracies above 80.7%, surpassing those

attained with traditional methods. The material of this chapter is under review.

6.1 Introduction

"Mood" can be defined as "a conscious state of mind or predominant emotion" [554]. Even though

it is an internal, subjective state, it often can be inferred from behaviors of individuals [468, 285].

Mood affects many facets of our daily lives. While positive moods increase the likelihood of sociability,

creativity, mating, and planning [133], negative moods could alter such behaviors in the short term,

and also provide a way to adverse health outcomes in the long term [215, 31]. Another important

aspect of our everyday lives that could get altered due to positive or negative mood, is eating (food
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choice, overeating and undereating, speed of eating, etc.) [46, 330]. For example, prior work has shown

that extreme moods could trigger overeating or undereating depending on contextual circumstances

such as location, app usage, food type, etc. [330]. Due to these reasons, understanding the causes and

contexts of mood and quantifying mood has been an active research topic in mobile sensing during the

last decade [325]. While some studies have used audio sensors in the smartphone [418], others used

phone usage patterns [285] and multi-modal sensors [324, 468, 305]. Recent work has also used sensor

data from wearables to recognize different moods [280]. These studies show promise for building

mobile health systems that could provide feedback and interventions by considering user moods more

meaningfully. However, a majority of mood-related studies have focused on everyday life behavior, and

there is not much knowledge on the location, social context, and concurrent activities (i.e., studying,

working, eating, etc.) done while mood reports were captured using self-reports, as studies that inspect

such aspects are scarce [355].

The use of generic one-size-fits-all models to infer everyday human behavior has been a topic of

research in the past [325]. However, recent studies in the field of mental well-being and mobile sensing

have revealed that such models may not be effective in different contexts, such as varying countries and

time periods, due to distributional differences in data, otherwise known as domain shift [324, 569]. In

contrast, the development of context-specific models to infer human behavior has also been explored.

For instance, Morshed et al. [353] examined the relationship between stress and the workplace utilizing

mobile sensor data and self-reported measures. More recent studies advocate the use of passive sensing

in the context of psychological well-being during work [369]. Some studies emphasized the need to

study mood during the specific context of driving [601, 520]. All these studies, in a way, advocate

the idea of studying mood in specific situated contexts. Furthermore, a recent study utilizing phone

sensor data gathered from eight countries to evaluate the impact of geographical diversity on mood

inference models concluded that country-specific models trained and tested within the respective

country perform better than generic multi-country models [324]. Furthermore, previous research

has established that longitudinal behavior models lack generalizability across time [569]. Despite the

examination of context-agnostic mood inferences in prior studies [285, 468], the effectiveness of such

inferences in specific contexts, such as eating occasions, has not been explored before. Thus, further

research in this direction is crucial for gaining a deeper understanding of the mood during eating as it

would enable the development of more robust passive mood-tracking systems that can generalize well

to diverse everyday life occasions, including meal times, which play a significant role in overall health

and well-being.

Mental well-being and eating behavior have been the subject of numerous studies, both individually

and in conjunction with one another. For example, studies have been conducted to examine the impact

of eating behavior on mood [96], obesity and mental health [493], and the practices, psychological

states, and routines surrounding eating [551]. The plethora of studies that have investigated the

connection between mood and eating suggest that understanding the role of mood in eating, or vice

versa, could potentially aid in a deeper understanding of eating behavior and, in turn, lead to more

effective practices, interventions, and treatments [170]. Previous research has indicated that negative

moods may act as a precipitating antecedent for bulimic eating episodes, while positive moods have

been associated with a reduced probability of unhealthy eating episodes [96]. Furthermore, many

studies have reported that negative moods may be predictive of disordered eating episodes in college

student populations [232, 6, 414, 188]. One study even suggested that mood shifts are the most accurate

predictor of disordered eating in college students [189]. Hence, it is worth noting that, in the context of

mobile food diaries, having accurate mood predictions around eating times is of great value to track

holistic eating behavior, that not only tracks what people are eating—but the overall mental state and
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contextual aspects while eating [57, 55, 355, 330, 328].

Now, let’s consider smartphone sensing studies that examined eating and mood. Smartphone sensing

has demonstrated potential in various mood-related tasks, such as inferring positive and negative

moods [468], high and low pleasure and activeness [285], mood instability [356], and displeasure,

tiredness, and tension [305]. Similarly, it has also shown promise in eating-related tasks, including

inferring eating episodes [467, 507], meal or snack episodes [55], the social context of eating [328], and

overeating [330]. However, comparatively less attention has been given to the intersection of mood

and eating. Nevertheless, studying this intersection could aid in the development of mobile health

applications and mobile food diaries that are context-aware. As an example, the ability to infer an

individual’s mood during eating events could aid in the provision of targeted feedback or interventions.

Previous research has demonstrated that passive sensing-based mobile food diaries can successfully

identify meal or snack eating episodes [55]. As we all know, snacking often is unhealthy. However,

even if a mobile food diary is able to provide interventions during periods of vulnerability [362] (i.e.,

a moment of high susceptibility to the negative health outcome – in this case, the person is eating

or going to eat a snack), the receptivity (i.e., the ability of the individual to receive and process an

intervention) of the individual may vary depending on both internal factors, such as mood and external

factors, such as the social context in which the eating event occurs. Therefore, while this is just a single

example, incorporating an understanding of an individual’s mood during eating events into mobile

health applications could aid in the development of more effective and personalized interventions for

managing food intake in many different ways.

Finally, in terms of machine learning-based modeling, the traditional approach to mobile sensing

studies has been to employ one-size-fits-all models, which have been found to be effective in ex-

perimental settings [568, 240, 24, 324]. However, in real-world scenarios, such models often require

personalization techniques to account for the heterogeneity of user behaviors [240, 231, 323]. The

process of personalization requires a significant amount of data, which may not be available in the

initial stages of deployment or even after some time, if users do not provide adequate self-reported

data as ground truth [285]. This is referred to as the "cold start problem" or "user-held out" in mobile

sensing research [240, 228]. Therefore, developing personalized mood inference models that are robust

to user heterogeneity and lack of sufficient data, remains a challenge. In light of these considerations,

we pose the following research questions.

RQ1: Do generic mood inference models (trained with all available data regardless of the activity

performed by users while reporting mood) work well for specific contexts such as eating (i.e., mood-

while-eating)?

RQ2: Can the self-reported mood of college students during eating be inferred using smartphone

sensing data with population-level (non personalized), hybrid (partially personalized), and user-level

(fully personalized) models? What are the challenges of making such inferences?

RQ3: What measures should be taken to tackle issues such as lack of individual data and cold-start

problem in mood-while-eating inference, in building personalized models? Can a community-based

model overcome such issues?

By addressing the above research questions, this chapter provides the following novel contributions:

Contribution 1: We conducted an analysis using the MUL dataset collected from 678 participants in

multiple countries. This dataset consists of mobile sensing data of participants’ everyday moods and
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Table 6.1: Terminology and description regarding different model types and Mood-while-Eating. The
degree of Personalization increases when going from Population-Level to User-Level.

Terminology Description

Population-Level

The set of users present in the training set and the testing set are disjoint. This represents the case where
the model was trained on a subset of the population, and a new set of users joined the system and started
using its model. These models do not use end-user data in building the model and are built with the
assumption that a single model will generalize well for a large number of individuals. In practice, this is
similar to the leave-one-user-out/leave-k-users-out strategy.

Hybrid

The sets of users in the training and testing splits are not disjoint. Part of the data of some users present
in the training set is used in the testing set. This represents the case where the model was trained on the
population, and the same people whose data were used in training continue to use the model as a system
users. Hence, models are partially personalized. Therefore, models use data from both the individual and
others in training. These can also be known as partially personalized models. However, depending on the
data coming from others and inter-subject variability, the degree to which personalization works could
differ. In practice, this is similar to the leave-one-sample-out/leave-k-samples-out strategy.

Community-
Based

Builds on top of hybrid models and uses a part of the target user’s data and data from other users who are
similar to the target user (a subset of the population used in hybrid models) in training models. These
models do not need a lot of data from the target user for personalization because they also rely on users
similar to the target user.

User-Level
Also known as fully personalized models that only use target user’s data in both training and testing.
These models work well for individuals with low inter-subject variability, hence generalizing well for a
specific individual. However, these models need a lot of data from each individual for personalization.

Mood-while-
Eating

The mood-while-eating corresponds to the instantaneous valence [445] during eating events as reported
by study participants on a five-point scale (from very positive to very negative), reduced to a three-point
scale corresponding to positive, negative, and neutral classes. Our definition follows prior ubicomp work
[285, 468] that used valence for mood inference. The key difference is, we focus on specific eating events
and related moods. For more details, see Section 6.2.1.

behavior. First, we trained a generic three-class (positive, neutral, negative) mood inference model. We

found that this model does not work similarly across all contexts (i.e., walking, resting, eating, working,

etc.) and favors certain contexts ahead of others due to many reasons such as the exigent nature of

activities, prevalence, etc. In fact, for the eating context, the mood inference performance was below

the overall performance. In addition, when increasing the representation of mood-while-eating reports

in the training set for the generic mood inference model, the performance of the model on mood-

while-eating reports on the testing set increased. However, overall performance declined, indicating

the difficulty for the model to generalize to mood reports captured during different situated contexts.

These results point towards the need for context-specific models for mood-while-eating inference.

Contribution 2: We conducted an analysis of the MUL dataset and, in addition, the MEX dataset re-

garding their everyday eating behavior. Building on prior work in nutrition and behavioral sciences that

emphasized the need to study eating behavior and mood in greater depth, we defined and evaluated a

novel task: mood-while-eating inference (Table 6.1). This three-class inference task attempts to infer

positive, neutral, and negative moods associated with eating events. We show that population-level

models (non-personalized) do not generalize well to unseen individuals (accuracy of 36.9% for the

Mexico dataset and 43.6% for the multi-country dataset). Then, we show that hybrid models (partially

personalized) can perform better than population-level models, with an accuracy bump of 27.4% for

the Mexico dataset and 6.7% for the multi-country dataset. We also discuss how training user-level

models is difficult in both datasets, with the lack of individual data from a majority of users for the

negative class.

Contribution 3: We show that personalization is a key component in achieving higher accuracies

because aspects such as mood that are subjective are hard to be generalized using one model that fits

all. In addition, we propose an approach of Community-Based personalization, building on similarities

of users to create a unique community for each target user (Section 6.4.3) for personalized inferences.

We show that our approach achieves an accuracy of 80.7% for the Mexico dataset and 65.9% for the
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multi-country dataset, surpassing the accuracies obtained using the traditional hybrid model by

margins over 15%.

The chapter is organized as follows. In Section 6.2, we describe the background and related work.

Then, we describe the dataset and features used in Section 6.3. In Section 6.4, we present tasks and

approaches of RQs. Then in Section 6.5, we evaluate the inference tasks of each RQ and conclude the

chapter with the Discussion in Section 6.6, and the Conclusion in Section 6.7.

6.2 Definitions, Background and Related Work

6.2.1 Defining Mood-While-Eating

Previous research has employed various methods for capturing mental wellbeing-related attributes,

including mood, using continuous scales [468], two-point scales [502], and seven-point scales [60], and

has applied them in two/three-class inferences and regression tasks. In this chapter, the used datasets

reported mood on five-point scales, similar to prior work [592, 285]. The responses were: (1) in a very

negative mood; (2) in a slightly negative mood; (3) in a neutral mood; (4) in a slightly positive mood;

and (5) in a very positive mood. For the proposed three-class classification task, responses 1 and 2 were

classified as negative, 3 as neutral and 4 and 5 as positive. As such, throughout this chapter, we consider

these three levels as a fundamental construct in relation to self-reported mood-while-eating, in line

with previous studies [540, 482, 324]. Moreover, the limitation with the number of data points in the

very negative and slightly negative mood classes was taken into consideration while classifying the 3

classes. Additionally, there is literature that suggests inferring self-reported mood [495] and normalized

mood (i.e., since users report their mood differently, users have individual mood distributions and

the user is said to be in a positive mood if a user reports a value higher than the median value of the

past distribution.) [468]. While both of these approaches have distinct advantages, in this chapter,

we infer self-reported mood without normalization, as the use of a Likert scale makes it difficult to

normalize based on individual users or populations. As previous studies have demonstrated [131, 459],

valence may explain a greater portion of a consumer’s emotional response than arousal. For example,

as highlighted in [459], the authors attempted to predict the food preferences of children correlated

with arousal and valence, gathered using an emoji-based data collection method, and were able to

show a high correlation between food selection and emojis, which describe valence levels (positive,

negative, and neutral mood). However, even though we acknowledge that both valence and arousal

could affect eating behavior, in this chapter, we only consider valence due to the unavailability of

arousal labels in the dataset. Considering all these aspects, the mood-while-eating corresponds to the

instantaneous valence during eating events as reported by study participants, converted to a three-point

scale corresponding to positive, negative, and neutral classes.

6.2.2 Mood and Food Consumption

Many prior studies associate mental or emotional state with eating behaviors [253]. A plethora of

studies have proposed similar ideas saying mood could influence food choice [75, 171, 306]. There

have been repeated findings that negative mood or stress increases ‘unhealthy’ food choices rich

in sugar or fat [10, 49, 549] and decreases the ‘healthy’ or fresh food choices [49]. While relatively

fewer studies have reported the influence of positive mood on food intake, the association between

positive mood and caloric intake has also been reported. The association between positive mood
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and overeating has been observed in regression analysis [64] and controlled laboratory experiments

[148]. In connection to possible effects of mood as well as the bi-directional and multi-dimensional

association between mood and eating behavior, there has been a series of studies on mediators around

emotional eating, ranging from the comforting effect of palatable food for high emotional eaters [522]

to the role of social context in inducing emotional eating behaviors [16, 426]. In the mental health and

wellness domain, the bi-directional relation between mental disorders and unhealthy eating behavior

has been richly investigated, using eating behavior as the indicative measure of mental health. For

example, Johnson et al.[232] and Pyle et al. [414] have observed the mood changes associated with

bulimic patients. Moreover, some studies were conducted to get feedback and analyze how episodes

of ravenous overeating with their daily unhealthy eating behavior symptoms [6]. Two other studies

were carried out to monitor the association between binge eating with depression, stress and dietary

restraints [188, 189]. All these studies show how widely the association between mood and eating

behavior has been investigated, in the medical or clinical domain. However, it is also observable that

the majority of the studies focus on classical methods, such as laboratory experiments and mood

charting, or clinically diagnosed target groups, and less attention to the everyday association between

food and mood. Although there have been recent ideas that relate mood and eating practice via online

platforms [84] or mobile technologies [23], a research gap lies in investigating the relationship between

mood and food in mobile sensing.

6.2.3 Mood and Smartphone Technologies

Prior studies in mental health have used mobile technologies ranging from text messaging [11] to

multi-modal sensors [83] for mood tracking. In its early days, the use of mobile apps as a mood chart

for the clinical purpose has been addressed [317]. Regarding users of mood-tracking apps, Schueller et

al. [460] mentioned that users were primarily motivated by negative events or moods that prompted

them to engage in tracking moods to improve the situation. Aligned with their work, we can find a

plethora of research that proposed mood-tracking smartphone applications as a proxy to depressive

symptoms [77, 361] for various demographic groups, including adolescents [245], university students

[278, 544], clinically diagnosed or high-risk populations [543, 149]. In all these studies, moods are

tracked via self-reports that involve user engagement in mobile systems. Regarding the efficacy of self-

reported mood tracking, Bakker et al. [32] and Birney et al. [56] showed through randomized controlled

trials that engaging in mobile mood self-monitoring increases emotional self-awareness that results in

reducing depressive and anxious symptoms for the clinically depressed population. Besides clinical

research, moods in mobile technologies are often associated with more than one behavioral mediator.

In one study, Glasgow et al. [176] showed how travel choices, social ambiance, and destinations

are related to moods using mobile experience sampling methodology and GPS location tracking. In

another study, Carroll et al. [80] captured how individuals’ moods are associated with emotional eating

behaviors. In these studies, moods and mediator behaviors are captured via self-reported, ecological

momentary assessment (EMA) responses. Recent works in mood and smartphone technology leverage

EMA responses with unobtrusive smartphone sensing. One approach is to associate mobile sensor data

with mediators. Here, mobile data serves as a descriptive proxy to concurrent activities or environments.

Some of them includes physical movements [273] smartphone usage [78, 600], social contexts [586,

94], and sound [418]. Another approach is to leverage passive sensor data and machine learning to

recognize negative moods [149, 468] or provide real-time intervention for depressive states [73]. Such

advances in mobile technologies in mood monitoring provide more integrated information, opening

the possibility of understanding various human behaviors as holistic events.
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6.2.4 Eating as a Holistic Event

Bisogni et al. [57] proposed a contextualized framework for eating and drinking events with eight

interconnected dimensions after studying why and how people consume food and drinks. Prior studies

in mobile sensing have used this framework to model eating, and drinking behaviors using sensor

data [454, 55, 330]. This framework is backed by the idea that eating is guided by behavioral and

situational factors. The eight dimensions are: (1) food or drink: type, source, amount, and how it is

consumed; (2) time: chronological, relative experienced; (3) location: general/specific, food access,

weather/temperature; (4) activities: nature, salience, active or sedentary; (5) social setting: people

present, social processes; (6) mental processes: goals, emotions, and moods; (7) physical condition:

nourishment, other status; and (8) recurrence: commonness, frequency, what recurs. Many studies

have proposed similar ideas saying psychological aspects [477, 205, 210], activity levels and types

[556, 477], social context [389, 235], food availability [235, 244], and location [235] could affect eating

behavior. As highlighted by these studies, mood is a component that could affect eating behavior to a

larger extent.

Borrowing from such studies, by considering eating as a holistic event with interconnected dimen-

sions, mobile sensing studies have used behaviors and contexts sensed passively to infer various

eating behavior-related attributes. Compared to detecting eating episodes (that a user is eating) [323],

additional characterizations help understand eating better, hence allowing more personalized and

context-aware interventions and feedback [354, 325]. Biel et al. [55] used mobile and wearable sensing

modalities to capture everyday eating episodes of a group of 122 Swiss university students and showed

that it is possible to infer meal vs. snack eating episodes with an accuracy of around 84% with sensor

features. Meegahapola et al. [330] showed that the self-perceived food consumption level could be

inferred with accuracies over 83% using passive smartphone sensing features. Another study [328]

emphasized the importance of identifying the social context of eating and showed that passive smart-

phone sensing could be used to infer lonely eating episodes for two student populations in Mexico and

Switzerland with accuracies of the range 77% to 81%. All these studies leverage the idea that eating is

a holistic event, not limited to the food type and amount, as captured in typical mobile food diaries.

Moreover, these studies suggest that such sensor-based inferences are useful to reduce user burden

in capturing mobile food diaries (because there is no need to capture them from users if they can

be inferred) [567], providing interventions (because these inferences recognize moments that can be

used to provide interventions) [354, 325], and on a larger scale, to understand population-level eating

behaviors with passive mobile sensing (could be useful for social scientists to conduct large-scale

studies with less self-reporting burden on participants) [323]. However, even though mood is a key

component in better characterizing eating episodes, to the best of our knowledge, mood-while-eating

has not been studied in depth in mobile sensing.

6.2.5 Smartphone Sensing Inference Personalization

Prior studies in smartphone sensing have used population-level models for inferences regarding health

and well-being-related aspects [325]. Even though working with sparse and heterogeneous sensing

modalities is a challenge, prior work has shown that inferences can be made with reasonable accuracies

with such population-level models [468]. However, people are diverse in nature, and so are their

behavioral patterns [152]. While capturing such diverse behaviors using population-level models has

shown promise, prior work has highlighted that more complex tasks need personalization to achieve

greater accuracies [502]. In addition, Kao et al. [240] and Jiang et al. [231] have shown that even though

population-level models work well in experimental settings, they struggle to generalize well for larger
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populations due to the heterogeneous nature of individuals. Hence, many commercial mobile health

applications have looked into personalization by using user-level models [329, 285, 323]. Such models

capture the behavioral diversity of people to a greater extent. However, since data from a single user

alone is not enough to train a model for that user, hybrid models are used (refer Table 6.1 for the

explanation of model types). Both user-level and hybrid models offer personalization to varying extents

and have inherent advantages and drawbacks. In this context, there are two main ways of personalizing

models [533, 568]:

1. Instance-Specific Models. These models would use data and features from the specific instance (a

user) in building a model. Re-training or fine-tuning a population-level model by considering individual

data (hybrid model) and building user-level models by training models on previously collected data

of a user (user-level model) fall under this category. LiKamWa et al. [285] showed that building fully

personalized models could increase binary mood inference accuracies compared to population-level

models. To personalize, they trained user-level models for participants by training a model using

participants’ own data and testing on the rest of the data. Similar techniques have been used in

ubicomp research in the past [330, 308, 106]. However, such fully personalized models require a single

user to provide large amounts of data for model training, and prior work has shown that it is difficult to

capture high volumes of data from participants during in-the-wild deployments [240, 231]. LiKamwa et

al. showed that for binary mood inference, several days of data were required for user-level models to

outperform population-level models. In addition to building user-level models, another study [330]

used neural network model re-training for personalization. They showed that food consumption level

inferences could be made with reasonable accuracies of the range 70%-80% using population-level

models. However, they reported that personalizing by re-training population-level models using a part

of the user’s data would increase accuracies by around 1%-4%. In this case, since the population-level

models already performed well, there is little value in increasing accuracies by small margins with

hybrid modeling. It is unknown whether the same technique would work for a different or more

complex task where population-level models do not provide reasonable accuracies.

2. Similarity-Based Models. The models under consideration employ similarity distances between

instances to form a community of instances for model training, resulting in a hybrid model. Kao et

al. [240] proposed a methodology that utilized collaborative filtering for imputation and clustering

techniques to establish fixed user cohorts based on their similarity in sensor data and self-reported

health information. For each new user, assignment to a pre-defined cluster is made based on similarity

scores, and model training is performed using data from users in the cluster, resulting in improved

accuracy for various health-related inferences. A similar technique was used to identify fixed groups

of users for mental health severity inferences [383]. Additionally, Abdullah et al. [3] demonstrated

that user-clusters can be identified, and models can be trained for clusters instead of individuals for

superior performance. Suo et al. [498] employed latent distributions obtained from convolutional

neural networks (CNNs) to find similarities between users, which were then used to cluster individuals

into groups. They showed that their CNN-based approach outperformed other similarity metrics in

clustering similar users for disease prediction. In most of the aforementioned studies, a single model is

utilized for multiple users if they are assigned to the same cluster. In contrast, our approach does not

utilize a set of pre-defined clusters, instead, it identifies a unique community of users for the target

user in real-time using cosine similarity of dataset features, resulting in a more personalized outcome

for each user.

In addition, previous techniques, such as those discussed by Abdullah et al. [3] assume a large amount

of data is available for each user for personalization, which may not be feasible in tasks such as mood

inference. To address this issue, Xu et al. [568] proposed a collaborative filtering-based approach to
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(a) MEX: Original Mood Dis-
tribution

(b) MEX: Three-Class
Mood Distribution

(c) MUL: Original Mood Dis-
tribution

(d) MUL: Three-Class
Mood Distribution

Figure 6.1: Original and Three-Class Mood Distributions of datasets

detect depression in college students, using majority voting to classify by making a prediction for each

dataset feature based on its similarity with a target label. However, it is not clear whether this technique

can be used to train more complex models or combined with other machine learning techniques, as

the technique is not model-agnostic. Additionally, their technique requires longitudinal data from

users and aims to infer a person-level attribute, whereas our approach aims to capture an event-level

aspect that may change over time for the same user.

In summary, our technique is model-agnostic and does not assign a user to a pre-defined community.

Instead, it finds a unique community for each target user, the size of which can be adjusted using a

tunable threshold parameter. This accounts for both inter-personal and intra-personal variability that

could affect model performance.

6.3 Dataset Description

Not a lot of datasets exist to study the intersection of mood and eating behavior with mobile sensing

data. Hence, we used the two datasets from our previous work [330, 324], that were mentioned in

Chapter 2.

6.3.1 Mexico Dataset (MEX)

This dataset has passive smartphone sensing and self-report data regarding the holistic context of

eating episodes from 84 college students (56% women, mean age of 23.4) in Mexico. After removing

self-reports with missing information and participants with poor sensor data coverage, the final dataset

contains a total of 1843 eating episode reports that have matching and sensor data from 61 participants,

with an average of around 30 eating reports per participant. It is also worth noting that sensor data and

eating episodes in this study are non-overlapping because reported eating episodes are at least four

hours apart. We used features described in Table 2.2 for the analysis.

Figure 6.1a shows a distribution of 1843 self-reports. The responses were distributed as, very positive

(N=369), slightly positive (N=583), neutral (N=711), slightly negative (N=116) and very negative (N=64).

After regrouping the responses into three classes, we got the distribution as depicted in Figure 6.1b.

The number of responses considered as negative (N=180) is considerably fewer than the other two

moods. As past studies regarding mood have shown [280, 139], these self-reports can be skewed towards

positive responses. Hence, this skew was expected, specially for a group of young adults.
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6.3.2 Multi-Country Dataset (MUL)

The objective of this dataset was to collect data from a diverse population of students, which helps

to analyze human behavior and context connected with smartphone passive sensing features and

self-reports. A total of 329K self-reports were collected from participants, where 24k self-reports were

associated with eating events. We used features described in Table 2.4 for the analysis.

Figure 6.1c shows the distribution of 24207 self-reports. The distribution consists of very positive

(N=6610), slightly positive (N=13475), neutral (N=3597), slightly negative (N=412), and very negative

(N=113) mood responses. Figure 6.1d shows the three-class mood distribution after regrouping the

five-class mood responses. The data distribution of the MUL dataset is highly skewed towards positive

responses compared to the MEX dataset distribution.

6.4 Methods

In this section, we discuss the experimental setup for the inference of mood while eating. The inference

was carried out using several model types such as Random Forest (RF), Naive Bayes (NB), Support Vector

Classification (SVC), XGBoost (XGB), and AdaBoost (AB) [117, 432, 365, 87, 457, 373]. These models

were chosen by considering the characteristics of the dataset, such as the size, tabular nature, and

interpretability. We used the Synthetic Minority Over-sampling Technique (SMOTE) [86] for training

sets and down-sampled testing sets to obtain balanced datasets for testing, hence having a baseline

accuracy of 33.3% for all experiments. Hyperparameter tuning was done with GridSearch. We used

scikit-learn [392] along with Python to carry out the experiments.

The three target classes of the experiment are: negative, neutral, and positive. We made inferences

using many models, with different techniques for different degrees of personalization, to obtain a

clear understanding of how the inference accuracy for mood inferences during eating episodes can be

improved. The study was carried out using the following three approaches.

• Population-Level Model (PLM): We followed a population-level, leave-one-user-out strategy [468,

324]. This approach involved utilizing the data of each target user as the testing set, while the remaining

dataset was utilized for training the model. The objective of this strategy was to simulate a scenario in

which models were created using data collected from a population utilizing a mobile health (mHealth)

application with mobile sensing, and to evaluate the performance of these models on a new target user.

Therefore, for each selected user, the model was trained using data from the remaining participants

and then tested using the data of the target user. To enhance the robustness of the training process,

for each target user, a randomly sampled subset of data from the population (90%) was utilized for

training, and a 30% random sample of the target user’s data was used for testing. This process was

repeated five times for each user, and the results were subsequently averaged across all users.

• Hybrid Model (HM): This case is somewhat similar to PLM, but with a percentage of data from the

target user included in the training set, which leads to a partially personalized model for that target

user [285, 324]. The technique illustrates a model where the user has already used the sensing app for

some time, and the model has been already personalized to some degree after getting some ground

truth data via self-reports from the target user. In the testing phase, new data gathered from the same

user will be used in the testing set. When conducting experiments, for each target user, the model

training was done using 70% of that user’s randomly sampled data and a randomly sampled portion of

data from other users (90%) combined, and the rest of the data of that target user (30%) was used to
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test the model. The process was iterated five times for each user. Finally, the results across all users

were averaged.

• Community-Based Model (CBM): community-Based model is based on the similarity-based tech-

nique proposed in Section 6.4.3, where for each target user, we extracted the community of that user

empirically. To detect the community, different th values were used, and different communities were

tested for each user to find the best community. The training split was created using a randomly

sampled set of data from the community of that user (90%), together with 70% of the target user’s data.

Then, the model was tested using the remaining 30% of the data of the target user. The process was

iterated five times for each user. Finally, the results across all users were averaged.

6.4.1 Generic Models and Context-specific Models Analysis (RQ1)

In order to assess the performance of a generic mood inference model within specific contexts, we

utilized the Multi-Country dataset (MUL) which provided information on the concurrent activities

being performed by the participants at the time of self-reporting their mood. This dataset included

a list of 12 broad activities, such as resting, walking, sports, eating, drinking, studying, and working.

By utilizing this dataset, we were able to examine the performance of the mood inference model in

different situated contexts, as the participants were engaged in various activities. This allows for an

examination of the model’s performance across a diverse range of settings.

First, we trained a mood inference model using the population-level approach on the MUL dataset.

Then, we obtained a breakdown of the mood inference performance for the testing test, for each activity

performed by users during the mood report. By examining the mood inference performance across

different activities, we aimed to determine whether generic, one-size-fits-all models for mood inference

are similarly effective across all situated contexts and whether context-specific models are necessary

for eating behavior, as previously studied in the workplace context. Experiments were carried out in

both population-level and hybrid modeling approaches, hence examining the partial personalization

effect. Experiments were done five times with random sampling, and the results were averaged. Second,

considering the total dataset of the size 329K mood reports including the 24K mood-while-eating

reports, we conducted an analysis in which we kept the number of training data points from all the

activities constant (280K mood reports) and increased the number of mood-while-eating reports in

training set from 0 to 15000 (in steps 0, 2500, 5000, 7500, 10000, 12500, 15000). The testing set contained

around 20K mood reports captured during other contexts and 2000 mood-while-eating reports. For

each step, experiments were done five times with random sampling for training and testing sets, and

the results were averaged. Hence, by increasing the number of mood-while-eating reports in the

training set and observing the performance of the overall testing set, and in addition, to the 2000

mood-while-eating reports, we examined how the inclusion of data from a specific context affects

model performance. Finally, while we reported results for this setup in later sections (considering page

limitations and brevity), we also experimented with other different setups, as in, changing the size of

the other mood reports in training (e.g., 100K, 150K, 200K, 250K instead of 280K, which is the maximum

number of data points we could use for training) and testing sets (e.g., 2.5K, 5K, 10K, 15K instead of

20K, which is closer to the maximum number of data points we could use for testing), which did not

yield contrasting conclusions or results.
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Figure 6.2: High-Level Architectural View of the Community-based Personalization Approach

6.4.2 Mood-While-Eating Inference (RQ2)

For this section, we used both datasets. In MEX, we used the whole dataset as all mood reports

corresponded to eating events, hence providing the mood-while-eating. However, in MUL, since

there are over 329K mood reports, out of which a majority corresponded to different activities, we

only used mood reports corresponding to eating events to examine this research question. We first

trained population-level models and hybrid models to examine the effectiveness of mood inference. We

conducted experiments with both approaches with multiple model types (RF, NB, SVC, XGB, AB) across

both datasets. Then, we also discuss the reasons for not being able to examine and train user-level

models for mood-while-eating inference in limited data settings from each individual. Hence here, we

identify the need for a better personalization strategy for limited data setting.

6.4.3 Community-Based Model Personalization Approach (RQ3)

When a large population of users is considered, there can be users who are different from each other as

well as users with certain similarities. With the proposed technique, we aim to discover similar users

for a target user and categorize them into a group (i.e., the community of the target user) in order to

increase the number of data points in the training dataset when compared to training a user-level model.

This is because gathering a large amount of data from a single user can be time-consuming, and it also

allows higher accuracies as compared to population-level models [240, 231]. (The usage limitations

of the user-level models because of the number of data points in the negative class and why this

personalization technique is proposed for this specific inference task will be discussed in more detail in

Section 6.5.2 and Section 6.5.3). A high-level architectural view of the approach we used to infer mood-

while-eating is shown in Figure 6.2. The approach consists of a user-level data aggregation method and

user similarity matrix calculation as described in Section 6.4.3 and a community detection mechanism

described as described in Section 6.4.3. The purpose of the community-based personalization approach

is to discover similar users for a given target user based on their behavioral and contextual data.
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Obtaining the User Similarity Matrix

User-based Data Aggregation. First, to quantify the similarity between users, we use a mean-based

data aggregation method similar to [342]. As given in Algorithm 1, for each user, we first filter out the

data points of that user from the dataset (Du) using the user id. Then we calculate the mean for each

feature and generate a feature vector (uag g r ) for each user, by considering all the available data points.

Hence, the feature vector of each user would have one value for all features in the dataset. Then, the

feature vectors were included in the user-based aggregation matrix (Uag g r ). This matrix provides an

overview of all the users in the dataset and a summary of their features. In addition, this representation

allows comparing users based on their feature vector.

User Similarity Matrix. By using Uag g r matrix, the next step is to calculate similarities between users.

When we consider two vectors, the similarity between them can be calculated with the cosine similarity

[281]. Consider two aggregated user vectors u1ag g r and u2ag g r of randomly selected user1 and user2,

respectively. Then we can find the similarity between those two users with Formula 6.1 [282], where i

is the i th column index of the uag g r (i.e. i th feature of F ).

Si mcosi ne = cos(Θ) = A ·B

∥A∥∥B∥ =
∑n

i=1 Ai ×Bi√∑n
i=1(A2

i )×
√∑n

i=1(B 2
i )

=
∑|F |

i=1 u1ag g r(i ) ×u2ag g r(i )√∑|F |
i=1(u1ag g r(i ) )2 ×

√∑|F |
i=1(u2ag g r(i ) )2

(6.1)

This similarity value between the two users suggests how close they are based on their smartphone

sensing features and self-reports. We calculate this metric for all user pairs and represent it in a matrix

of dimensions |U |2. For each user pair, this value suggests how similar they are, where similarity

increases when going from 0 to 1 (this is after normalizing the original -1 to +1 scale). Similar users to a

target user can be selected using this metric.

Community Detection

In this section, we discuss the approach of threshold selection (Section 6.4.3), where we select different

community sizes based on a tunable threshold value and community detection (Section 6.4.3).

Threshold Selection. We use a threshold (th) to filter users similar to the target user. Depending on the

value of the threshold, the size of the community would differ. For example, if th = 0.85, we take all the

users who have similarity values equal to or greater than 0.85 with the target user as the community.

Hence having the threshold at zero keeps all the other users in the community (similar to a population-

level model), and we can increase the threshold to reduce the number of users in the community. While

this makes the community much smaller, it also makes it much more similar to the target user. On the

other hand, increasing the threshold helps to remove some users from the training set, who could have

been noisy otherwise. Increasing the th would affect the resulting dataset in two ways. First, it would

reduce the number of users in the community, hence leading to comparatively smaller datasets for

training models. Second, it is made sure that the selected data points are coming from similar users.

Hence, depending on the chosen th, it could increase or decrease the size of the resulting dataset,

hence affecting the accuracies of any model, trained on the dataset. In our experiment, we used a range

of th values to obtain accuracies for all users.

Community Detection. Depending on th, for each user, the number of similar users (|Uut |) might vary.
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As stated in the Algorithm 2, Si mut for each user is a vector with the dimensions of 1× (|U |−1), which

contains the similarity matrix calculated for target user ut , with other users in the dataset (i.e. U \{ut }).

When iterating through similarity values for the target user, Cor ru which is a similarity value of the

target user with another user, is compared against th to decide whether the other user is included in

the community of the target user. After the community is detected, training and testing of personalized

models can be done using the community dataset.

6.5 Results

6.5.1 Generic and Context-specific Model Performance (RQ1)

First, Figure 6.3 shows that the generic mood inference model (best performing random forest classifier)

trained with data from a wide range of everyday life occasions displayed contrasting performance

across activities performed while the self-reports were provided. On the one hand, the results indicate

that in both population-level and hybrid approaches, activities such as Resting, Walking, and Sports

(which correspond to Mood-While-Resting/Walking/Engaging in Sports) showed higher performance

than the overall accuracies (PLM: 43.2%, HM 50.1%) against a baseline of 33%. On the other hand, the

model performed the worst across Eating, Studying, and Working (which correspond to Mood-While-

Eating/Studying/Working). Interestingly, people tend to use phones while resting and walking, while it

is not the case while eating, studying, or working, which are exigent activities. Sport is an exception,

where even though it is an exigent activity for which there were not many mood reports, the model

still performed decently well. Along this line, prior work has shown that mental well-being during

work is an interesting aspect that is worth further investigation [353]. However, as we have discussed

previously, such studies do not exist for mood-while-eating.

Next, Figure 6.3 shows the effect of having mood reports during eating events for the overall perfor-

mance on the testing set and also the performance of the model only for eating reports in the testing

set (Mood-While-Eating). Results indicate that when no mood-while-eating reports are present in the

training set, mood-while-eating performance is 45.6% and overall performance is 53.3%. However,

when increasing the number of mood-while-eating reports in the training set, performance for eating

reports in the testing set increases to 47.8%. This could be because more representation of mood-while-

eating reports in the mood inference model training helped the model generalize better to eating events

in the testing set. Interestingly, when adding more mood-while-eating reports to the training set, the

overall performance declined by around 3% to 50.1% before the curve plateaued. This means that even

though the number of data points for training the model increased, it did not work well for the overall

performance because all the data points came from a similar context (i.e., mood-while-eating). This,

in turn, would make the tree-based model learn representations for such contexts better than other

contexts, leading to declining performance for other contexts at the expense of increasing performance

for mood-while-eating events in the testing set.

In summary, in response to RQ1, our findings indicate that generic models for mood inference do

not exhibit consistent performance across various situated contexts. Similar scenarios where models

do not perform for a sub-group of the distribution is known as sub-population shifts [575]. Hence,

this result could be attributed to the fact that self-report data may not be equally captured across

all daily situations and that the ease of learning mood may vary depending on the context, such

as during eating, studying, or working. Furthermore, our analysis revealed that an increase in the

representation of mood-while-eating reports in the training set for the mood inference model led to
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(a) (b)

Figure 6.3: (a) This shows the context-specific accuracies of the generic mood inference model trained
for MUL for approaches PLM and HM. (b) This shows the overall mood inference accuracy (All) and
accuracy for eating events (Mood-While-Eating) when the number of mood-while-eating reports in the
training set changes, with HMs for MUL.

Table 6.2: Mean (Ā) and Standard Deviation (Aσ) of inference accuracies, calculated using five models
for the PLM and HM of mood inference task: Ā (Aσ), F1.

Feature Group PLM HM

(# of Features) RF SVC XGB AB RF
Ā (Aσ) Ā (Aσ) Ā (Aσ) Ā (Aσ) Ā (Aσ)

Baseline 33.3 (0.0) 33.3 (0.0) 33.3 (0.0) 33.3 (0.0) 33.3 (0.0)
MEX (40) 36.9 (11.9) 20.4 (4.1) 30.4 (11.5) 31.2 (13.4) 64.0 (20.8)
MUL (114) 43.6 (15.6) 32.5 (14.8) 41.0 (15.5) 37.9 (17.6) 50.3 (20.6)

improved performance on mood-while-eating reports in the testing set. However, overall performance

declined, highlighting the challenge of generalizing to different situated contexts. These results suggest

the need for context-specific models or better domain generalization techniques for mood inference

in order to improve the accuracy of continuous mood tracking in mobile food diaries and health

applications.

6.5.2 Mood-While-Eating Inference (RQ2)

Population-Level and Hybrid Model Results

The results of the PLM and HM techniques are summarized in Table 6.2. PLM accuracies were not

sufficiently high. The highest accuracy obtained for the MEX dataset was 36.9% using the RF, which is

3.6% higher than the baseline accuracy. And for the MUL dataset, the highest was 43.6% with the RF

model type, which was 10.3% higher than baseline accuracy. Model types such as NB, and SVC did not

perform well with both datasets and the accuracies were lower than the baseline. The authors of [411,

240, 568] have mentioned the averaging effect in PLMs. Hence, In summary, the PLM approach did not

perform well for the three-class inference task regardless of the data or model type. In addition, the

HM results in both datasets show an increment in performance with the hybrid model type. The best

accuracy from the HM approach is 64.0%, which is an increment of nearly 27% than PLM.

User-Level Results

Even though we did not report results for user-level models (ULM), we conducted experiments with

them for both datasets. ULMs are models that only use the target users’ data in both training and testing

with a 70:30 split (refer Table 6.1 for explanation). However, the number of users for whom experiments
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(a) MEX dataset (b) MUL dataset

Figure 6.4: Mean accuracy values(column values in the graphs) calculated using the random forest for
CBM for multiple threshold values [No. of Users] and averaged community sizes (line values in the
graphs)

could be carried out was fairly low because there was a low number of users with enough data to be

split into training and testing sets. For example, in the MEX dataset, if we consider the number of

classes represented in the dataset for each user, there are four users with data from only one class (only

positive or only neutral), 32 users with data from only two classes (only two classes out of positive,

negative, and neutral), and 25 users with data from all three classes (all positive, negative, and neutral).

Hence, a generic ULM can only be built for these 25 users. However, as shown in Figure 6.5, the number

of users with a high number of negative class labels decreases significantly when the number of labels

is increased. For example, there are 16 users with at least two negative class labels, and it goes down to

4 users with at-least eight negative class labels. However, when data is split into training and testing,

there might not be enough labels. Moreover, in the MUL dataset, the same issue can be identified,

where there was a lesser percentage of negative class labels compared to the MEX dataset, which makes

it more difficult to build user-level models using MUL dataset. Due to these reasons, ULMs can not

be trained for a majority of users under reasonable assumptions. For the purpose of understanding,

with an arbitrary negative label count of 6, we could train ULMs with the MEX dataset for six users with

70:30 training and testing splits and achieve an accuracy of 73.5% with passive sensing modalities.

Overall, these results of RQ2 suggest that, even though model types such as population-level, hybrid,

and user-level can be used to infer mood-while-eating, either they lack performance or the model

cannot be used with a large number of users due to lack of data.

6.5.3 Mood-While-Eating Inference Using Community Based Personalization Ap-
proach (RQ3)

Community-Based Model Results with Changing Thresholds

Figure 6.4 summarized the results of the CBM approach with MEX and MUL datasets. Since RF models

performed relatively well with the CBM approach compared to other classification model types and

considering space limitations, we only discuss results obtained from RFs from here onwards. Both

Figure 6.4a and Figure 6.4b show results of models when the threshold (th) value is increased from

0.85 to 0.99. Even though we obtained results for other threshold values ranging from 0 to 0.99, we only

included threshold values that showed high variations in terms of accuracies, average community size,
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and the number of people to which the inference can be applied [No. of Users]. The point to note is

that in these cases, the same threshold has been used on all users, which is not ideal. For example, for

the MEX dataset, accuracy increases to a maximum of 79.4% (at th = 0.98) and decreases afterward.

This is mainly because as the threshold increases, the number of people in the community decreases,

leading to a low number of samples for training models for a target user. This could decrease model

performance. On the other hand, as th increases, the similarity of users increases, hence leading

to more similar data samples for a target user. This could increase model performance. Hence, the

threshold value performs a trade-off between these two aspects. Even though there is no noticeable

accuracy increase in MUL dataset with the increase in threshold values as the MEX dataset, similar

behavior can be identified. In addition, we mention the number of users for which models can be

trained using the approach for different thresholds. While a th = 0.85 allows creating models for 60

users in the MEX dataset, th = 0.99 only allows models for two users. The reason for this again is that

for many users, there is no community at such high thresholds.

Figure 6.5: MEX dataset: Distribu-
tion change in no. of users with the
increase of no. of data points in the
negative class.

In the rightmost column (MAX), we use different thresholds for

different users, and the average threshold values for all the users,

are given within brackets (ex: th=0.70). We empirically found the

ideal threshold for each target user that yields the highest accu-

racy for the inference. Since the community size decreases when

we increase the threshold, in order to build a model for a target

user, there should be users with similarity values greater than the

given threshold. MAX column summarizes the average results

for such different thresholds. These are the best accuracies that

we could expect when CBMs are deployed. For example, the

accuracy value 80.7% obtained for the MEX dataset (rightmost

column) represents an average of maximum accuracies obtained

for all the users. The 0.78 threshold value represents the aver-

age of threshold values associated with those accuracy values

for each user. For the MUL dataset, the maximum accuracy ob-

tained was 65.9% with an average threshold of 0.70. Therefore,

with CBMs, sensors performed reasonably well showing the potential of making mood inferences for

eating occasions just using sensor data. Moreover, while such adaptive thresholds increased the overall

accuracies, they also allowed the creation CBMs for all 61 users in the MEX dataset and 263 users in the

MUL dataset.

Comparison of Approaches

The results of population-level, hybrid, and community-based approaches obtained with RFs for both

MEX and MUL datasets are shown in Figure 6.6. Compared to PLM, HM shows higher accuracies,

supporting the idea that personalization gives better results than classic population-level leave-one-out

methods.

In real-world mHealth applications, it is difficult to capture large amounts of data from users [240,

231]. This is the main drawback of user-level models (i.e. the model is trained and tested by splitting

the target user’s data into two splits), even though they provide reasonably high accuracies. This MEX

dataset was collected from the users for a reasonably long time period (close to 30 days). However, the

number of collected data points was not sufficient to build a user-level model for many users because

of the lack of negative class labels. The same goes with MUL dataset where the number of negative class
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Figure 6.6: Mean accuracies calculated using the random forest for the PLM and HM of mood detection
task for all the users and Maximum mean accuracies for CBM calculated for all the users.

labels in the dataset is not sufficient to build a 3-class model for most of the users. Additionally, there

is a possibility of over-fitting user-level models to the target user when training the model using only

the user’s data because the model does not even account for intra-user variability, let alone inter-user

variability. Hence, if the user’s behavior changes with time, there is a chance of not being able to predict

the mood correctly with the previously trained user-level models.

According to Figure 6.6, the CBM shows better performance compared to the other two approaches for

both datasets. Specifically, compared to HM, CBM accuracy was increased by over 15%. In contrast

to the user-level models we mentioned earlier, where each user needs to have a reasonable amount

of data points in order to build a user-level model, this similarity-based approach can be used to

build models for a high number of users, because the selected community of each user contains a

comparatively higher amount of data which can be used to build the model. Furthermore, unlike

user-level models, the machine learning model that had been built for each user shows robustness

against behavioral fluctuations because the training split contains data from different users, which

helps to avoid over-fitting. Hence, the CBM approach has the ability to capture both the inter-personal

and intra-personal diversity of a target user. Moreover, with CBM approach the community of the

selected user would be adjusted to the user’s behavior change with the context around them. For the

same set of users in MEX dataset, PLM and HM performed worse than CBM, again showing the benefit

of selecting a similar community to train a model.

As shown in Figure 6.4, we can observe that the average community sizes decrease with the increase of

threshold value. And it can be observed that each user has different threshold values and community

sizes. To get an overall idea of the community size variability with multiple threshold values, a heat

map generated using the MEX dataset is given in Figure 6.7a. It shows how the community size is

reduced when the threshold is increased. Figure 6.7b shows the average of accuracies obtained for

all the users. It clearly depicts that the accuracy slightly increases with the threshold. This concludes

that for any user, when the threshold is increased, the community size of that user decreases and the

accuracy might increase. However, after high thresholds, the accuracy drops off again because of lack

of members in user communities. A cumulative density function (CDF) figure for maximum accuracies

is included in Figure 6.7c. Please note that considering the space limitation we have only included the

distributions of MEX dataset.
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(a) Community size of users with threshold. (b) Random Forest Accuracy with
threshold.

(c) CDF of Accuracy

Figure 6.7: Distributions of CBM using MEX dataset: (a) How the community size of each user changes
with threshold th; (b) How the mean accuracy of the Random Forest model changes with threshold th;
(c) Cumulative Distribution Function (CDF) of Accuracy.

In summary, these results of RQ3 suggests that personalization is a key component in achieving better

performance in mood-while-eating inference task. The proposed community-based technique helps

to overcome the challenges such as the lack of individual data and the cold-start problem.

6.6 Discussion

6.6.1 Summary of Results

In this chapter, we did a mood-while-eating inference using two datasets with passive smartphone

sensing and self-report data. Our objective was first to check whether the generic mood predictions

work well when predicting context-specific moods, such as mood-while-eating. Secondly, to carry

out a three-class mood inference task, and finally, on ways to improve the performance of the mood

inference model by proposing a personalization approach. The summary of the main findings is as

follows:

RQ1: The results of our study indicate that the use of generic mood inference models may not be

sufficient for accurate mood tracking across diverse contexts. An analysis of the performance of the

model on mood-while-eating reports, specifically, revealed that increasing the representation of such

reports in the training set led to improved performance on the corresponding subset of the testing set.

However, this improvement was accompanied by a decline in overall performance, suggesting that the

model struggled to generalize its predictions to other situated contexts. These findings suggest the

necessity for the development of context-specific models for mood-while-eating inference in order to

enhance the accuracy of mobile food diaries and mobile health applications.

RQ2: The performance of mood-while-eating inference models was evaluated using both population-

level and hybrid modeling approaches. The population-level approach resulted in an accuracy of 36.9%

for the MEX dataset and 43.6% for the MUL dataset when utilizing passive sensing data. In contrast,

the hybrid modeling approach demonstrated a notable improvement in accuracy, with an increase of

7.4% for the MEX dataset and 6.7% for the MUL dataset. These results suggest that the hybrid modeling

approach may be a more effective method for mood-while-eating inference. In addition, we also

described how it becomes difficult to train fully personalized user-level models across both datasets,

due to the lack of data from some classes.

RQ3: We proposed a community-based personalization technique as a solution to the challenges faced

by traditional mood inference models, such as a lack of individual data from certain classes and the cold-
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start problem. Through the implementation of this technique, we observed notable improvements

in performance in the mood inference task, with accuracies of 80.7% and 65.9% achieved for the

MEX and MUL datasets, respectively. These results demonstrate the potential of community-based

personalization as an effective approach for addressing the limitations of conventional models in mood

inference.

6.6.2 Implications

Implications for Modeling. In this chapter, we presented an investigation of personalization as a

technique to improve the performance of models in a three-class mood inference task that uses only

smartphone sensing data to infer mood-while-eating. Our proposed personalization technique ad-

dresses the challenges of limited individual data in a dataset and the cold-start problem. Our results

indicate that the use of personalization techniques is crucial for the improvement of performance in

mood inference tasks. However, we acknowledge that the collection of individual data is a challenging

task. Thus, future studies should focus on capturing more data from individual users to investigate fur-

ther various personalization techniques that can improve the performance of mood inference models.

Additionally, our study highlights the importance of context-specific models for mood inference. In this

chapter, we focused on the specific context of eating events, and future research should explore other

context-specific mood inference tasks. Furthermore, the application of domain adaptation techniques

for multimodal sensor data has yet to be studied in depth [569, 324]. While domain adaptation has been

extensively researched in the fields of computer vision, NLP, and speech, its application to multimodal

sensor data is an area that warrants further investigation.

Implications for Applications. The results presented in this chapter provide valuable insights into

the potential of utilizing passive sensing data to infer context-specific moods, specifically in the

context of eating events. This has important implications for the design and development of mobile

health applications and mobile food diaries, which could leverage this information to provide tailored

interventions and feedback to users. For example, by identifying negative moods associated with eating

events, mobile health applications could send notifications or suggestions to interrupt users who have

a tendency to overeat in such states, thereby preventing unhealthy eating patterns. Additionally, the

use of smartphone-based sensing data in this chapter highlights the potential for mobile application

developers to create cost-effective solutions that do not require expensive wearable devices. As such,

further research should be conducted to investigate other context-specific mood inference tasks, and

to explore the potential of domain adaptation techniques in multimodal sensor data analysis. We

also open up another question for the research community: while capturing sensor data throughout

the whole day and inferring generic mood could be useful, with resource-limited devices, whether

doing this throughout the day is feasible is questionable. However, adding to the previous body of

literature that attempted to infer mental well-being-related outcomes in specific contexts, what we

could understand is, tracking mood in certain contexts (i.e., mood-while-eating, mood-while-at-work,

mood-while-driving) that have specific applications and practical use cases built around it, could be

more energy efficient for phones and adds value to user’s everyday life.

6.6.3 Limitations and Future Work

The field of mood inference using passive sensing has been an active area of research for over a decade

[325]. Our study, however, highlights the need for further experimentation in order to ensure that

inferences work effectively in a diverse range of real-life contexts. In this particular case study, we
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focused on the context of eating occasions, yet there are numerous other contexts, such as drinking

occasions and social gatherings, that could be explored. Additionally, cultural diversity represents

another important aspect to consider. The datasets used in this study were collected in Mexico and

eight other countries, and it is well-known that individual, and food consumption behaviors can

vary significantly across cultures [254, 125, 529]. Despite the second dataset being collected in eight

countries, the limited number of labels in the negative class prevented us from building models for

each country separately. Thus, it is imperative to investigate whether the inference and modeling

techniques proposed in this chapter would generalize well to other countries, cultures, age groups,

and contexts, such as eating, drinking, commuting, and being at home or at school. Conducting such

experiments would greatly enhance the applicability of these models to real-world scenarios.

This chapter presents several limitations that could be addressed in future research. One such limitation

is the use of cosine similarity as the similarity metric. While it is appropriate for the datasets used

in this chapter, other similarity measures such as Mahalanobis distance [270] may be more suitable

depending on the nature of the dataset. Additionally, the time window used for sensor data aggregation

around a self-report, which is one hour for the MEX dataset and 10 minutes for the MUL dataset, may

not accurately reflect the users’ mood during the entire time period. It is important to note that this

time window is used for the purpose of aggregating sensor data to infer the mood at the time of eating.

Furthermore, while the chapter’s inference pipeline is based on a well-established framework for eating

behavior [57], the mood reports captured are based on a single answer regarding valence, similar to

prior studies in the field of ubicomp [285]. This approach may have less validity compared to more

elaborate instruments used in clinical psychology to capture affective states (e.g., PANAS). While the

single-question approach was chosen to minimize user burden, future research could explore the use

of additional instruments to study mood-while-eating at the episode level. Finally, it is worth noting

that this chapter focuses on inferring valence, but not arousal [445]. As a future direction, studies could

be conducted to infer both arousal and valence at the time of eating. Moreover, future studies can focus

on carrying out more specific mood inference tasks, for example, five class mood inference tasks and

seven class mood inference tasks using large datasets.

6.7 Conclusion

In this chapter, we aimed to investigate the relationship between mood and eating with mobile sensing

data. We acknowledged the prior literature on mobile sensing that explored mood inference for generic

moments and the need for more context-specific models. Additionally, we emphasized the significance

of automatically inferring the mood-while-eating, as it could provide valuable feedback and interven-

tions for mobile food diary users. Through examination of two datasets pertaining to the everyday

eating behavior and mood of college students, we revealed that passive mobile sensing does not ef-

fectively infer the mood-while-eating using population-level modeling techniques. Furthermore, we

demonstrated that user-level modeling techniques are limited in their applicability due to the scarcity

of data. To address these limitations, we proposed a community-based personalization approach that

allows for the training of partially personalized models even for target users with limited data. With this

approach, we achieved an accuracy of 80.7% with the Mexico dataset and 65.9% with the multi-country

dataset using passive sensing data. These results are promising, as they demonstrate the effectiveness

of our technique in attempting a three-class inference task. We also highlighted the importance of

considering the application of mood inference in specific domains, such as mobile food diaries, where

a comprehensive understanding of the user’s mood is crucial to gaining a holistic understanding of

eating behavior.
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7 Generalization and Personalization of
Mobile Sensing-Based Mood Inference
Models

Mood inference with mobile sensing data has been studied in ubicomp literature over the last decade.

This inference enables context-aware and personalized user experiences in general mobile apps and

valuable feedback and interventions in mobile health apps. However, even though model generalization

issues have been highlighted in many studies, the focus has always been on improving the accuracies

of models using different sensing modalities and machine learning techniques, with datasets collected

in homogeneous populations. In contrast, less attention has been given to studying the performance of

mood inference models to assess whether models generalize to new countries. In this chapter, we used

the MUL dataset from Chapter 2, with 329K self-reports from 678 participants in eight countries (China,

Denmark, India, Italy, Mexico, Mongolia, Paraguay, UK) to assess the effect of geographical diversity on

mood inference models. We defined and evaluated country-specific (trained and tested within a coun-

try), continent-specific (trained and tested within a continent), country-agnostic (tested on a country

not seen on training data), and multi-country (trained and tested with multiple countries) approaches

trained on sensor data for two mood inference tasks with population-level (non-personalized) and

hybrid (partially personalized) models. We show that partially personalized country-specific models

perform the best yielding area under the receiver operating characteristic curve (AUC) scores of the

range 0.78-0.98 for two-class (negative vs. positive valence) and 0.76-0.94 for three-class (negative vs.

neutral vs. positive valence) inference. Further, with the country-agnostic approach, we show that

models do not perform well compared to country-specific settings, even when models are partially

personalized. We also show that continent-specific models outperform multi-country models in the

case of Europe. Overall, we uncover generalization issues of mood inference models to new countries

and how the geographical similarity of countries might impact mood inference. The material of this

chapter was originally published in [324].

7.1 Introduction

Mental well-being-related issues are common among young adults due to a plethora of personal and

societal reasons such as leaving home, study workload, poor financial stability, and complex social

relationships [390, 431]. These issues are even more prominent in the post-pandemic world, where

social relationships have taken a toll due to more emphasis on remote work/study settings. Some

studies have shown that this emerging lifestyle has affected phone usage behavior as well [491, 594,

427, 446, 283]. Further, declining mental well-being conditions could lead to adverse outcomes such as

substance abuse and suicidal thoughts [441, 113, 155]. In this context, prior research has discussed
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the potential of timely and accurate mood tracking for both personal and clinical care [485, 543, 317,

149]. Ecological momentary assessments (EMAs) and survey questionnaires are commonly used for

mood tracking. However, such techniques are burdensome to users, and prior work has shown that it

is difficult to sustain the practice of reporting for long periods unless there is a strong motivation [40,

424, 460]. As a possible alternative, multi-modal sensors in smartphones could be used to infer mood

unobtrusively with reasonable accuracies [411, 285, 468].

According to prior work in psychology and social sciences, physiological aspects, including mood, are

perceived and expressed differently in different countries, cultures, and societies [303] 1. According to a

cross-country study by Becht et al. [42], mood and related behaviors could vary based on a person’s

culture, and perceptions and beliefs regarding different moods stemming from one’s culture. However,

prior work in mobile sensing does not study the effect of the geographical diversity of users (e.g.,

country of residence) on smartphone sensing-based mood inference models.

Issues of generalization and fairness with regard to the geographical diversity of data sources have been

discussed extensively in domains such as computer vision, speech, and natural language processing

[193, 599, 548, 82, 310]. For example, gender classification models trained with data predominantly

from the USA have performed poorly on people of African and Asian descent [82]. Many geographical-

related biases (e.g., Indian brides being recognized as dancers, etc.) have been shown in models trained

with the imagenet dataset, in which a majority of data is from western countries [599]. Such findings

have uncovered issues in data collection practices and helped shape research directions to address

issues related to diversity and biases. In this context, many prior mobile sensing studies that attempt

inferences regarding well-being related aspects highlighted that models are trained in specific countries,

and the generalization of techniques for other countries or regions should be explored further [90,

358, 327, 330]. However, mood inference studies have focused on only one or two countries for data

collection [285] or have not considered the diversity of data sources in terms of the country, even when

data were collected from multiple countries [468].

Bardram et al. [36] emphasized the need for generalization and reproducibility of sensing-based

models for mental well-being-related outcomes. However, even though examining gender, age, and

occupation-related diversity is feasible even within the same country, examining geographical diver-

sity requires a considerable effort in conducting the same study, with the same protocol, in several

geographic regions because studies are time-consuming and expensive; and logistical difficulties in

conducting experiments such as language barriers, technology barriers, differences in motivating

use cases and required incentives. Hence, studies that examine the geographical diversity of mobile

sensing-based inferences are rare [402, 247]. In this chapter, we study and compare the performance of

country-specific, country-agnostic, and multi-country approaches for mood inference. In addition, we

also examine the effects of model personalization and generalization to new geographically diverse

countries. To our knowledge, this is one of the first studies to examine the effect of the geographical

diversity of users on smartphone sensing-based mood inference models, hence shedding light on

distributional shift-related issues. Considering these aspects, we ask three research questions.

RQ1: What behavioral and contextual characteristics around mood reports of college students (from

eight countries spanning Europe, Asia, and Latin America) can be extracted from the analysis of

smartphone sensing and self-report data?

1For pragmatic reasons, we are equating the geographical location (country) of our participants with a specific culture that is
distinct to this particular country. We acknowledge that cultures can be multidimensional and exist in tension with each other
and in plurality within the same geographic boundary [584]. However, throughout the chapter, we use country, culture, and
geographic region interchangeably.
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RQ2: How do smartphone sensing-based mood inference models perform in different countries

(country-specific)? Can a model trained in one/more countries be deployed in another country not

seen on training data to achieve reasonable accuracies, hence generalizing well (country-agnostic)?

RQ3: How do country-specific or continent-specific models perform as compared to a multi-country

model?

By addressing the above research questions, this chapter provides the following contributions:

Contribution 1: As described in Chapter 2, we conducted a new smartphone-based data collection

campaign among 678 participants in eight countries (China, Denmark, India, Italy, Mexico, Mongolia,

Paraguay, UK) representing Europe, Asia, and Latin America to study their everyday mood and behavior.

During the study, we collected 329,974 fully complete self-reports. In addition, we also collected

rich passive sensing data with continuous sensing (activity type, step count, location, cellular, wifi,

bluetooth, proximity, etc.) and interaction sensing (app usage, touch events, user presence, screen-

on/off episodes, notifications, etc.) throughout the deployment. First, we found that negative mood

reports in all countries would increase from morning to night. Moreover, with statistical analysis, we

found that the features that help infer mood are different across countries. However, the best features

included both continuous and interaction sensing modalities in all countries.

Contribution 2: We found that the country-specific approach performs reasonably for both two-class

and three-class mood inferences with AUC scores in the range of 0.76-0.98 with hybrid (i.e., partially

personalized) models. However, we noticed that across both two-class and three-class inferences,

models do not generalize well to other countries, where AUC scores drop to the range of 0.46-0.55

on average in the population-level (i.e., non-personalized) setting and 0.66-0.73 in the hybrid setting.

These findings raise the significance of discussing issues of generalization of mobile sensing-based

models to different world regions.

Contribution 3: In the hybrid setting, we found that multi-country models do not perform as well

as country-specific models even though they achieved an AUC of 0.81. However, they performed

better than continent-specific models built for Asia and worse than the one built for Europe. Even

though the performance differences were not high, this again highlights that building a model within

European countries leads to higher performance and better generalization for those countries than

using multi-country or even some country-specific models. A possible explanation is that the European

countries under study (Italy, Denmark, UK) might share some daily behavioral patterns. In contrast,

the three countries in Asia under study (China, India, Mongolia) have less similarity regarding daily

patterns. Hence, these findings point toward the benefit of considering the geographical/cultural

diversity of data collection on smartphone sensing-based mood inference models.

7.2 Background and Related Work

7.2.1 Definitions and Terminology

What is Mood?

There is no single way to define mood [134]. However, in prior work in mobile sensing, some opera-

tionalizations have been commonly used. Positive Negative Affect Schedule (PANAS) is a widely used

validated questionnaire that can be used to capture the positive and negative affect of individuals
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Table 7.1: Terminology and description regarding different model types and approaches.

Terminology Description

Country-
Specific

This approach uses training and testing data from the same country. Each country has its own model,
without leveraging data from other countries. As the name indicates, these models are specific to each
country (e.g., a model trained in Italy and tested in Italy). Both population-level and hybrid model types
can be trained in the country-specific approach.

Continent-
Specific

This approach uses training and testing data from the same continent. Each continent has its own model,
without leveraging data from other continents. As the name indicates, these models are specific to each
continent (e.g., a model trained in Europe and tested in Europe). Continent specific approach can be
trained with population-level and hybrid models.

Country-
Agnostic

This approach assumes that data and models are agnostic to the country. Hence, a trained model can be
deployed to any geographical region regardless of the country of training. Country-agnostic approach
too can be trained with population-level and hybrid models. There are two types of country-agnostic
settings:
(1) Country-Agnostic I: The first setting uses training data from one country, and testing data from another
country. This corresponds to the scenario where a model trained a in country already exists, and we
need to understand how it would generalize to a new country (e.g. a model trained in Italy and tested in
Mongolia).
(2) Country-Agnostic II: The second setting uses training data from four countries, and testing data from
the remaining country. This corresponds to a scenario where the model was already trained with data
from several countries, and we need to understand how it would generalize to a new country (e.g. a model
trained with data from Italy, Denmark, UK, and Paraguay, and tested in Mongolia).

Multi-
Country

This one-size-fits-all approach uses training data from all eight countries and tests the learned model
in all countries. This corresponds to the setting in which multi-country data is aggregated to build a
single model. However, this is also how models are typically built without considering aspects such
as geographical diversity. Multi-Country models too can be trained with population-level and hybrid
approaches.

[238]. In addition, the Patient Health Questionnaire (PHQ-9) has been used in the past to quantify

depressive mood with mobile sensing [536]. However, these questionnaires are long and could be

cumbersome to users [285]. Further, they can capture mood over the past week (or two), and might

not be suitable to measure the in-situ mood for long time periods. Hence, prior work has also used

an affect grid based on the circumplex mood model [468, 285] that would capture the valence and

arousal. As described in later sections, due to pragmatic reasons, the data collection in this study does

not focus on arousal because positive and negative affects of the circumplex model are important

in determining negative moods that could be useful for adverse mental well-being related outcome

detection, feedback, and interventions [40, 460]. Hence, only valence has been captured in a five-point

scale: very positive ( ), positive ( ), neutral ( ), negative ( ), very negative ( ). This five-point scale

is similar to LiKamwa et al. [285] and Horlings et al. [216]. For inference, we reduce the five-point scale

to two-point and three-point scales similar to prior work [540, 134, 71]. This is usually done based on

the idea that in mood inference, the more important aspect is to detect extreme moods (i.e., negative,

positive) rather than to identify all fine-grained intermediate mood levels in the middle of the spectrum

[216]. First, obtaining a three-point scale using the five-point scale was obvious by combining very

positive and positive to positive; neutral as it is; and negative and very negative to negative, hence

having three classes [540, 482]. However, for two-class inference, the categorization is not as obvious.

Some prior studies have removed the class in the middle (i.e., neutral), hence obtaining positive and

negative labels [591, 216]. Even though it is possible to do it with the available classes in the dataset, we

believe it would lead to a biased classifier that would not perform reasonably well when exposed to

data corresponding to neutral mood labels. Hence, we followed prior work that binned very positive,

positive, and neutral moods as positive; and negative and very negative moods as negative [591, 71].

This two-class inference also allows for detecting negative moods, which is useful in mobile health apps

for feedback and interventions [40, 460] because it is such negative moods, along with other aspects
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like stress that could be harmful to individuals on the long term. Hence, in the scope of this chapter,

mood can be defined as the instantaneous valence reported by study participants on a five-point scale

(from very positive ( ) to very negative ( )), reduced to either a two-point scale corresponding to positive

and negative classes or a three-point scale corresponding to positive, neutral, and negative classes, for

inference using smartphone sensing data.

Model Types and Approaches

This section introduces the definitions and terminology used in this chapter, as summarized in Table 7.1.

In terms of model types, we use population-level (subject-independent) and hybrid models [152, 323,

285]. While population-level models are not personalized, hybrid models are partially personalized.

The operationalization of models is described in Section 7.4. Second, in terms of approaches, we

consider the country-specific approach that is trained and tested within each country; the continent-

specific approach that is trained and tested within each continent; the country-agnostic approach

in which models are trained in one or more countries, and tested in an unseen country; and the

multi-country approach that would ignore the diversity in terms of countries, and train a one-size-

fits-all model considering data from all countries. As an important note, all these approaches can

be evaluated with both population-level and hybrid model types. For example, in a country-specific

setting, imagine a model trained with a certain population in Italy and tested with some new users in

Italy, hence examining the model performance on new users from the same country. This is equivalent

to a population-level model of the country-specific approach. Then, imagine the set of unseen users

producing data for model training after using a mobile app for some time, and these data points being

used to update the model. This would then lead to a hybrid model of the country-specific approach.

Similarly, for the country-agnostic approach, a model trained in Italy deployed to unseen users in

Paraguay is similar to evaluating a population-level model. Then, imagine the users in Paraguay

providing some data for model personalization. This leads to a hybrid model created with a mix

of data from Italy and Paraguay that can be evaluated on new data points from users in Paraguay,

whose data were used in model training. While this model too can be called a multi-country model,

for ease of understanding in the scope of this chapter, we would still call it a hybrid model with the

country-agnostic approach. Using the combination of model types and approaches, we can examine

the effect of personalization (with model types) and model generalization to new countries (with the

four approaches), hence uncovering distributional shift-related issues of multi-modal mobile sensing

datasets for mood inference.

7.2.2 Considerations for Research in Mobile Sensing Involving Geographic Diver-
sity

Mood and Geographical Diversity

Across different geographical regions and cultures, behavior is mediated by inherent beliefs, presses,

and affordances of physical and/or socio-cultural environments [402]. Even for behaviors that are

similar across cultures, the psychological meaning of those behaviors might not be the same due

to [402]: (a) Certain behaviors that are acceptable in certain countries/cultures are not perceived

as normative or appropriate in other countries [532]; (b) The same behavior might be indicative of

different outcomes/functions. For example, while cycling is everyday behavior in certain regions (e.g.,

Aalborg, Denmark), it might only be used for exercise in other areas (e.g., Ulanbatoor, Mongolia);

and (c) Different behaviors might be indicative of a similar outcome/function. For example, while
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people in some countries might perform cycling for exercise, people in other countries might prefer

going to the gym for exercise. Why people cycle will depend on many contextual and cultural factors

such as road safety, availability of public transport, alternative exercise options, weather conditions,

and perceptions about cycling in a specific geographical region. Given that smartphone sensors can

capture such physical activities (e.g., Google Activity Recognition API [183] and other activity engines

built by researchers [544]) and are used to infer more complex variables [77, 544], invariably, such

behavioral differences across geographical areas could affect mood inference models that leverage

activity data from accelerometers and location [402]. In addition, device-mediated behavior or phone

usage behavior could also vary between geographical areas depending on cultural norms, weather

conditions (e.g., the phone usage behavior while walking outside in a cold vs. a hot country), network

coverage, and subscription plans (e.g., people in countries where internet plans are expensive might

turn off internet frequently, people in countries where the used phones are old might turn off Wifi and

location sensors often to save battery of the phone, etc.), and availability of alternative equipment that

could serve similar functionality (e.g., using a laptop for zoom calls instead of the phone, hence showing

differences in the sensed app usage behavior). Given that mood inference models in prior work have

used both continuous (activity types, step counts, location, proximity, wifi, etc.) and interaction (typing

and touch events, user presence, application usage, screen on and off events, etc.) sensing modalities

to examine/infer mood and related psychological constructs, how behaviors and contexts captured

with smartphones affect mood inference in different countries is worth investigating.

Studies about Psychological Constructs and Geographical Diversity

According to Khwaja et al. [247], psychological mobile sensing research aims to quantify and measure

constructs related to mood, stress, depression, and user personality over the last decade due to the

advancement of sensing technologies. Even though there is a myriad of studies about such psychologi-

cal aspects, ranging from clinical to non-clinical studies, many have focused on a population within

a single country [402]. In addition, even when the construct of analysis used in studies is the same

(e.g., circumplex mood model, positive-negative affect schedule, etc.), comparing different studies

across countries is complicated because data have been collected using different protocols and sensing

modalities [7]. Furthermore, Phan et al. [402] have discussed how prior psychology studies in mobile

sensing have collected data focusing on WEIRD samples (Western, Educated, Industrialized, Rich, and

Democratic) and paid less attention to the global south. This has also been highlighted in a review study

on smartphone sensing by Meegahapola et al. [328]. For these reasons, prior work has emphasized

the need for studies that examine the generalization of models across countries/cultures by building

diversity-aware approaches to machine learning-based modeling of sensor data [325, 36]. According

to a recent review by Phan et al. [402], only Khwaja et al. [247] have considered the cultural diversity

of smartphone sensing-based models on psychological aspects, where they studied personality traits

based on Big-Five model. In that study, the authors collected data from 166 participants from five

countries (UK, Spain, Colombia, Peru, and Chile). They showed that country-specific models perform

the best, regardless of the gender or age balance, for the prediction of Extraversion, Agreeableness, and

Conscientiousness. Compared to that study, we also collected data from multiple countries. However,

our primary focus is on studying mood inference models that could vary from time to time, even within

the same person (more dynamic), instead of stable personality traits. In addition, Muller et al. [358]

used mobile GPS data to predict depression in socio-demographically homogeneous sub-samples

within the USA. They trained algorithms for the whole sample and homogeneous sub-samples (e.g.,

highly educated men, women residing in rural regions, etc.) and tested within and across sub-samples.

They found that the technique that led to high AUC scores for student populations (0.82), did not
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generalize well to the USA-wide population-level model (AUC of 0.57). In contrast, our work focuses

on valence instead of depressive mood. In addition, rather than concentrating on socio-demographic

differences within a particular country, we focus on cross-country differences.

7.2.3 Mood and Smartphone Technologies

Mood Tracking with Self-Reports

In the early days, mobile phone-based mood charts were used to track the mood of individuals. These

are based on self-reported questionnaires and ecological momentary assessment (EMA) responses [83,

325]. Similar to how mobile food diaries were designed for people who wanted to control their diet [330],

mood charts were designed to support people who wanted to control negative moods and increase

self-awareness, allowing for monitoring and feedback [40, 460]. With randomized controlled trials,

some studies explored the usefulness and efficacy of self-report-based mood tracking and showed that

engaging in mood tracking tools increases self-awareness, hence reducing the possibility of having

anxiety, even within clinically depressed populations [32, 56]. Going beyond applications related to

health and well-being, Glasgow et al. discussed how aspects like destinations, travel choices, and social

ambiance are related to mood [176]. Further, in this context, prior work that uses mood tracking has

focused on different populations such as college students [278, 544], adolescents [245] and clinically

diagnosed, high-risk populations with mental well-being related issues [543, 149, 317]. Hence, most

prior studies relied on user engagement to keep track of mood. This could be a burden to users in the

long run, and it is known that apps that require many self-reports do not have high adoption rates.

In our work, even though we captured self-reports about mood, they were captured as ground-truth

labels to train classifiers with sensor data for mood inference. Such inferences could be used to update

mood-tracking applications that could be used to provide context-aware interventions, and feedback

to users, with less user burden [468].

Mood Tracking with Sensing

Mobile phone sensors allowed researchers to build context-aware systems that could infer various

aspects regarding the health and well-being of people [268]. Most of such studies rely on using features

captured from sensors in smartphones as proxies to personal attributes (mood, stress, etc.), behavior

(eating, drinking, running, walking, etc.), and context (social context, semantic location, ambiance,

etc.) [325]. Hence, there are studies that infer aspects like mood [468, 285], stress [300, 453], depression

[77, 150], eating behavior [330, 55], drinking behavior [454], activity types [352], and social contexts

[327, 328], among many others. If we specifically focus on mood-related studies, LiKamwa et al. [285]

showed that the mood of individuals captured with the circumplex mood model could be inferred with

an accuracy of 66% with all user models (population-level), which can be increased up to 93% using

personalization (user-level) with a dataset collected from 32 individuals. They suggested that building

hybrid models (partially personalized) would help overcome the drawbacks of both population-level

and user-level models. Servia-Rodríguez et al. [468] collected a large-scale dataset of mood self-reports

and passive sensing data from multiple countries. They also showed that binary mood captured with

the circumplex mood model could be inferred with an accuracy of 70% with population-level models.

Some studies examined mood instability derived using mood reports, with phone sensor data [356, 593].

In our work, we look into inferring mood valence with population-level and hybrid models. However,

we are more interested in examining (a) the similarities and differences in mood models for different

countries; and (b) the generalization of models to unseen countries, both of which have not been
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Figure 7.1: High-level overview of the study.

examined in prior work. Further, as Bardram et al. [36] highlighted, there is a lack of reproducibility

and generalization of machine learning models across studies in this domain. We believe the results

presented in this study would be a step in the right direction for better awareness of these issues in

examining the characteristics and generalization of smartphone sensing-based mood inference models

across different geographical regions.

7.3 Behavioral and Contextual Characteristics Around Mood Re-

ports Extracted from Sensor Data and Self-Reports (RQ1)

In this chapter, we used the 8-country dataset (MUL) described in Section 2. The study overview is

shown in Figure 7.1.

7.3.1 Descriptive Analysis

Figure 7.2 shows the distribution of mood labels for the eight countries. We observed fewer labels

for the ‘negative’ and ‘very negative’ classes compared to the ‘neutral’, ‘positive’, and ‘very positive’

classes. As shown in Figure 7.2a, except for China, where there were more ‘very positive’ reports than

‘positive’ or ‘neutral’ reports, all other countries had ‘positive’ as the majority label. This behavior of

skewed reporting is common in studies about valence [468, 285]. Furthermore, we plot the hourly

distribution of mood reports in Figure 7.3. According to Figure 7.3a, across all countries, we could see
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(a) Five-class mood distribution (b) Two-class mood distribution

Figure 7.2: Summary of self-reported mood distributions.

(a) All (b) Positive (c) Negative

Figure 7.3: Distribution of self-reported moods for 24 hours of the day.

more self-reports in the morning compared to the afternoon or evening. However, Figure 7.3b shows

that most self-reports around morning are for the positive valence. This means that users had a more

positive mood after waking up and around the morning. Interestingly, we also observed that the curve

for Mongolia indicates late sleep and late wake-up, according to reports, which the partner institution

later confirmed to be consistent with the routines of students in the country. As shown in Figure 7.3c,

we also noticed that negative valence reports increase with time in most countries. This is in line with

prior studies about mood and stress levels increasing with the time of the day [341].

As mentioned in Section 2.2.2, participants’ social context and semantic location labels were captured

with time diaries, in addition to mood. So, in the sub-figures of Figure 7.4, we show the distributions

of social context (alone or not) and location context (home or away) for positive and negative moods.

These two aspects were chosen because prior work has shown that being alone and being away from

home could affect mental well-being and behavior [390, 431, 472, 327]. In the figure, on the X-axis,

the eight countries are shown. On the Y-axis, the percentage of self-reports is shown. Regarding

location, except in China, in all other countries, most mood reports were captured when participants

were home. Please note that the data was collected in the Fall of 2020, during the covid pandemic–so

participants spent a significant amount of time at home. The more interesting aspect is the difference

in the percentages for Positive and Negative moods: that is when comparing Figure 7.4a and Figure 7.4b.

The highest difference was in Mongolia, where 67% of negative moods were reported at home out of all

negative reports. In contrast, 90% of positive moods were reported when at home, out of all positive

reports. This means that in Mongolia, participants reported a higher proportion of negative reports
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(a) Location context for
negative mood.

(b) Location context for
positive mood.

(c) Social context for
negative mood.

(d) Social context for
positive mood.

Figure 7.4: Location and social context distributions for negative and positive mood.

Figure 7.5: Cohen’s-d (effect Size) distribution of features for negative and positive classes, grouped by
countries and modalities.

when away from home. This is a difference of 23%. The difference is the lowest in Mexico. For social

context, the highest difference was found in the UK, where 87% of negative reports were done when

alone. In contrast, only 68% of positive reports were done when alone, indicating that in the UK, people

tend to report more negatively when alone. The trend is similar in all other countries except China and

Denmark, where proportionally more people reported that they are alone when having positive moods.

7.3.2 Statistical Analysis

In this section, we seek to understand features with high statistical significance in discriminating

either positive, neutral, or negative classes from the other two. Therefore, in Table 7.2, we show the

t-statistic [249] and p-values [190] (p-values higher than 0.05 after Bonferroni correction for multiple

hypothesis testing [555] are marked with *). In addition, since p-values are limited in determining

statistical significance [276], we also report Cohen’s-d [429] (all features have 95% confidence interval

not crossing zero [267]) for positive, neutral, and negative classes for each country. The rule of thumb

to evaluate Cohen’s-d is 0.2 = small effect size, 0.5 = medium effect size, and 0.8 = large effect size. For

the positive mood, across all the European countries and Mongolia, proximity sensor-related features

were among the top five features, indicating that phone usage and/or location of the phone could

reveal positive moods. However, except for Denmark, where there was a small effect size, the proximity

feature had less than small effect sizes in all other countries. In addition, in Denmark, cycling activity

was indicative of positive moods. Interestingly, Copenhagen in Denmark is a city widely known for
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Self-Reports (RQ1)

Table 7.2: t-statistic (TS) (p-value > 0.05 : *) and Cohen’s-d (CD) (all features reported here had 95%
confidence intervals not overlapping with zero) for positive, neutral, and negative moods for each
country.

Positive Neutral Negative
TS CD TS CD TS CD

China

location altitude min 10.43 0.16 proximity std 11.51 0.17 app health & fitness 5.03 0.08
wifi connected 7.98 0.11 location speed mean 7.81 0.11 app music & audio 4.52 0.13
app communication 7.95 0.11 app health & fitness 7.61 0.09 location speed min 3.71 0.15
screen # of episodes 5.56 0.08 app tools 7.31 0.10 location speed mean 3.34 0.15
app lifestyle 5.15 0.08 app personalization 6.87 0.10 proximity mean 2.81 0.12

Denmark

app not found 24.17 0.62 touch # of events 28.91 0.56 app puzzle 8.76 0.19
activity onbicycle 12.88 0.35 app video players/editors 28.91 0.11 app music & audio 7.32 0.29
wifi # of devices 9.93 0.24 app weather 9.73 0.16 screen std episode 4.07 0.25
proximity mean 9.89 0.27 app personalization 9.35 0.23 app lifestyle 3.84 0.11
wifi std rssi 9.72 0.24 activity still 8.83 0.22 app social 3.21 0.18

India

noti posted w/o duplicates 6.65 0.34 wifi min rssi 8.12 0.44 app business 4.17 0.22
wifi # of devices 6.59 0.34 wifi mean rssi 6.31 0.38 activity tilting 4.02 0.28
noti removed w/o duplicates 5.99 0.28 location radius of gyration 5.08 0.27 app tools 3.47 0.27
app strategy 5.72 0.36 app books and reference 5.02 0.11 wifi min rssi 3.17* 0.26
screen # of episodes 9.10 0.27 screen min episode 4.65 0.24 app communication 3.12* 0.27

Italy

proximity max 26.20 0.16 wifi # num of devices 12.96 0.07 app news & magazine 11.47 0.11
proximity std 15.19 0.09 app video players/editors 10.45 0.06 app action 8.55 0.09
location speed min 13.21 0.08 activity still 6.80 0.04 activity still 4.98 0.07
proximity mean 12.61 0.08 app adventure 6.52 0.03 app video players/editors 4.62 0.07
wifi min rssi 11.75 0.07 app lifestyle 6.16 0.03 app social 4.17 0.06

Mexico

wifi max rssi 24.57 0.68 proximity std 41.39 0.98 cellular lte min 10.29 0.65
wifi mean rssi 23.99 0.69 proximity max 0.93 0.06 wifi # of devices 9.74 0.65
wifi std rssi 22.28 0.63 app communication 20.98 0.49 proximity max 9.34 0.73
screen # of episodes 13.74 0.35 cellular lte std 18.23 0.32 app tools 8.79 0.73
location altitude max 12.39 0.34 app music & audio 18.03 0.36 activity still 7.92 0.56

Mongolia

app not found 13.76 0.12 wifi # of devices 16.46 0.14 app personalization 10.99 0.19
wifi std rssi 13.04 0.12 location altitude max 16.25 0.15 app music & audio 10.09 0.11
proximity 7.25 0.06 app role playing 15.24 0.09 app educational 9.79 0.05
wifi connected 6.66 0.05 wifi min rssi 12.26 0.11 app sports 8.10 0.08
user presence time 6.07 0.05 app tools 11.98 0.11 app communication 6.67 0.11

Paraguay

wifi min rssi 24.32 0.53 touch # of events 24.29 0.49 app role playing 6.99 0.15
wifi mean rssi 20.07 0.43 location speed min 22.49 0.48 app productivity 5.71 0.17
noti posted w/o duplicates 13.60 0.31 app tools 12.30 0.27 app tools 5.02 0.26
activity running 8.08 0.19 wifi # of devices 11.53 0.25 screen std episode 4.71 0.23
user presence time 7.69 0.17 app strategy 8.72 0.16 touch # of events 4.49 0.22

UK

proximity std 10.52 0.18 wifi mean rssi 17.93 0.24 app role playing 39.48 0.53
wifi # of devices 10.51 0.15 wifi min rssi 15.67 0.21 app board 21.19 0.29
app business 9.83 0.16 wifi max rssi 11.89 0.17 app personalization 17.32 0.47
app tools 9.82 0.14 app role playing 10.34 0.13 touch # of events 8.27 0.21
proximity max 9.53 0.16 cellular lte mean 9.08 0.13 screen # of episodes 6.78 0.20
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cycling [412], which might explain this finding. Further, running activity could discriminate positive

mood with a small effect size in Paraguay. Prior work has also shown that high physical activity could

lead to positive moods and less stress [54, 239].

Regarding the negative class, app features were predominant in most countries. For some apps, high

usage indicated negative moods (e.g., puzzle in Denmark, news & magazine in Italy, etc.). In contrast,

for some apps, low usage indicated negative moods (e.g., health & fitness in China, music & audio

in China and Mongolia, role-playing games in UK and Paraguay, etc.). In addition, for both UK and

Paraguay, a high number of touch events on the phone was indicative of negative moods. This finding

is generally in line with prior studies that examined fine-grained smartphone usage and mental well-

being [223, 285]. In summary, features from modalities such as app usage, screen and phone usage

events (episodes, touch events, user presence, proximity, etc.), WiFi, activity types, and location were

among the ones that helped discriminate between different moods. Further, except for the ‘proximity

std’ feature in Mexico for neutral mood, none of the features had a larger effect size. For a few country-

mood pairs, there were cases of features having above medium effect sizes (e.g., number of touch

events in Denmark for Neutral, many features from modalities such as cellular, WiFi, proximity, etc.

in Mexico, minimum RSSI value for WiFi in Paraguay for Positive, and role-playing apps in the UK for

Negative). Figure 7.5 shows the distribution of Cohen’s-d values for all features grouped by sensing

modalities for the two classes studied in this chapter (i.e., negative vs. positive). Results indicate that

depending on the country, the expressiveness of different sensing modalities in discriminating negative

classes from other classes is different. For example, for ‘app’ features, effect sizes are small for countries

such as China, Italy, and Mongolia. In contrast, more informative features with larger effect sizes are

present for Denmark, Mexico, and the UK.

7.4 Mood Inference (RQ2 & RQ3)

7.4.1 Experimental Setup

The primary goal of this chapter is to investigate aspects related to mood inference, personalization, and

generalization to different countries using smartphone sensing data. As described and defined in Fig-

ure 7.1 and Table 7.1, we use two model types: population-level and hybrid, to examine personalization

to individuals, and four modeling approaches: country-specific, continent-specific, country-agnostic,

and multi-country, to examine generalization and country-wise performance. Hence, this section will

describe the operationalization of the experimental protocol.

We used python with scikit-learn [391] and Keras [91] frameworks to conduct all experiments. Initially,

we conducted country-specific experiments with different model types such as random forest (RF),

gradient boosting, support vector classification, XGBoost, AdaBoost, and multi-layer perceptron neural

networks [117, 432, 365, 87, 457, 373]. We obtained the best results for a larger majority of inferences

with RFs. In addition, these models allow interpreting results better because they provide Gini feature

importance values for trained models. Because of these reasons and space limitations, we will only

report results for RF models with default parameters in this chapter 2. Further, to fill in missing values

of the dataset, we used k-nearest-neighbor (kNN) imputation [50, 596]. In addition, we report all

the results with the area under the receiver operating characteristic curve (AUC) [69] because they

2Note that we also tried out GridSearch for parameters in the random forest (for n_estimators: 50, 100-2000 with intervals
of 100, max_depth: 2-16 with intervals of 2, min_samples_split: 2-10) that did not yield better performance than the default
parameters (n_estimators: 100, max_depth: NA, min_samples_split: 2), except in a few cases. Hence, we used default parameters
for all experiments for consistency.
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provide a better assessment of performance when dealing with imbalanced data (when used with

macro averaging which gives equal emphasis to all classes in an inference). While we provided a basic

description of model types in Table 7.1, the operationalization of models is given below.

• Population-Level Models (PLM): Since this represents a scenario where models are deployed

to a set of users unseen in model training, we use the leave-n-participants-out strategy when

testing models. This is an extension of leave-one-out cross-validation, where we consider n users

in testing instead of one. Hence, if the number of users in the considered population is N , we

pick n such that it is roughly 20% of N (can be obtained with group-k-fold cross-validation with

k = 5 in scikit-learn). So, for each n user in the testing split, 50% of their data would be used for

testing to be coherent with hybrid models (stratified based on users and mood labels), and data

from the rest of the N −n users would be used for the training split. Then, experiments were

repeated ten times by randomly sampling n users, and the results were averaged.

• Hybrid Models (HM): Since this represents a scenario where models are deployed to a set of

users already seen in model training (hence partially personalized models), we first use the

leave-n-participants-out strategy similar to PLM. So, for each n user in the testing split, data from

the rest of the N −n users would be used for the training split. In addition, 50% of the data from

the testing split (stratified based on users and mood labels) would be included in the training set

to represent partial personalization. In addition, an equal number of data points to the number

of data points added to the training set from the testing set would be removed randomly to make

the number of data points in the training and testing sets for HM and PLM equal making them

more comparable. Finally, experiments were repeated ten times by randomly sampling n users,

and the results were averaged.

Using the above two model types, we conducted the experiments using four approaches. The country-

specific approach examines how models trained within a country perform. We examine both PLM

and HM types for this approach, hence examining the personalization within countries. The country-

agnostic approach examines how models trained in one or a few countries generalize to a new country.

With PLM and HM model types, we examine how personalization affects model performance when

models are deployed to countries unseen on training data. The multi-country approach is similar to

a one-size-fits-all model trained with data from all available countries. This is similar to a model in

which country diversity is ignored. Both PLM and HM model types were used to examine the effects of

personalization on model performance.

7.4.2 Results

Country-Specific Models

In Table 7.3, we show country-specific results with PLM and HM. In addition, we also show the

aggregate results from country-specific (as ‘Aggregate’) and multi-country models. Under ‘Multi-

Country (Balanced)’, we use an equal number of data points from each country (equal to the country

with the minimum number of data points, which is India) by randomly sampling when training and

testing models. The results show that PLMs do not perform well for two and three-class inferences.

Models in Mexico performed better than in other countries. These results are reasonable because

many features in Mexico had medium to large effect sizes, as shown in Figure 7.5. However, HM results

show that they perform better than PLMs, showing the usefulness of personalization within each
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Table 7.3: Country-Specific and Multi-Country results with PLM and HM: Mean (S̄) and Standard
Deviation (Sσ) AUC scores computed from ten iterations. Results are presented as S̄(Sσ), where S is
AUC.

PLM HM
Two-Class Three-Class Two-Class Three-Class

Baseline .50 (.00) .50 (.00) .50 (.00) .50 (.00)
China .51 (.04) .45 (.04) .78 (.02) .79 (.01)
Denmark .41 (.10) .56 (.03) .83 (.03) .86 (.01)
India .46 (.15) .45 (.04) .79 (.03) .76 (.02)
Italy .55 (.05) .52 (.01) .82 (.01) .81 (.00)
Mexico .62 (.21) .62 (.13) .98 (.01) .94 (.01)
Mongolia .49 (.08) .49 (.02) .85 (.01) .83 (.00)
Paraguay .48 (.08) .53 (.01) .84 (.01) .84 (.01)
UK .56 (.05) .52 (.05) .91 (.01) .87 (.00)
Aggregate .51 (.10) .52 (.04) .85 (.02) .84 (.01)
Multi-Country .52 (.03) .53 (.02) .83 (.01) .79 (.00)
Multi-Country (Balanced) .53 (.02) .52 (.03) .81 (.03) .78 (.02)

country. With HMs, the performance for two-class inference almost doubled for Denmark, and even

for other countries, the AUC bump was above 30%. These results suggest that for both two-class and

three-class inferences, partial personalization within each country leads to significant improvements in

performance. When the aggregate results of country-specific models are compared with multi-country

models, PLMs do not show a significant difference. However, with HMs, it is clear that country-

specific models outperform multi-country models by 2% for two-class and 5% for three-class. This

suggests that model personalization within countries leads to better performance when compared

to the personalization of one-size-fits-all models. This is reasonable given that we are reducing the

distributional shift by only considering data within a country and adding an effect of personalization

by being geographically diversity-aware. In addition, the ‘Multi-Country’ approach performed slightly

better than the ‘Multi-Country (Balanced)’ case. This could be because, in the imbalanced case, models

favor countries with more data points, such as Italy and Mongolia, leading to a slight increase in

performance for those countries that occupy a majority of the dataset. Furthermore, regardless of

whether it is a two/three-class inference, the performance of models did not degrade much.

Country-Agnostic I Models

Next, we examine the country-agnostic approach. Table 7.4 and Table 7.5 show the results for two-class

and three-class inferences, respectively. In both tables, we first show results for models trained in

specific countries when tested on an unseen country in the form of a matrix with an empty diagonal.

Then, under ‘Aggregate’, we show the aggregate value of those results for each training country (e.g., PLM

performance for models trained in China when deployed to other countries). In addition, we calculated

AUC scores for the same set of models with partial personalization (all the results are not shown here

due to space limitations), and similar to the aggregate of PM, we show the aggregate values under HM.

Results show that PLMs do not generalize well to new countries with AUCs of 0.47 - 0.52. However,

these results are on par with PLM accuracies in country-specific and multi-country approaches. This

suggests that regardless of the country from where sensing data were obtained to train models for mood

inference, PLMs performed similarly. However, HM results convey an opposite conclusion for two and

three-class inferences. For the two-class inference, the country-specific approach had AUC scores in the
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Table 7.4: Country-Agnostic I PLM & HM: Two-Class Inference – Mean (S̄) and Standard Deviation (Sσ)
of AUC scores obtained by testing each Country-Specific model (rows) on a new country. Results are
presented as S̄(Sσ), where S is AUC score. Aggregate of the reported population-level results and results
from hybrid models indicated under ‘Aggregate’.

Testing (PLM) Aggregate
Training China Denmark India Italy Mexico Mongolia Paraguay UK PLM HM

China .53 (.02) .44 (.03) .49 (.01) .58 (.05) .50 (.01) .42 (.03) .51 (.02) .55 (.02) .67 (.04)
Denmark .51 (.00) .47 (.01) .51 (.00) .58 (.02) .50 (.00) .58 (.01) .46 (.00) .52 (.01) .69 (.03)
India .48 (.00) .37 (.00) .50 (.00) .40 (.02) .50 (.00) .44 (.01) .52 (.00) .46 (.00) .70 (.02)
Italy .49 (.00) .45 (.00) .51 (.01) .40 (.02) .51 (.01) .48 (.00) .50 (.00) .48 (.01) .69 (.02)
Mexico .49 (.00) .58 (.01) .44 (.01) .49 (.00) .49 (.01) .56 (.01) .47 (.01) .50 (.01) .73 (.03)
Mongolia .49 (.00) .48 (.01) .52 (.00) .50 (.00) .51 (.00) .48 (.00) .51 (.00) .50 (.00) .71 (.03)
Paraguay .51 (.00) .53 (.01) .49 (.01) .50 (.00) .55 (.02) .53 (.01) .50 (.01) .52 (.01) .70 (.02)
UK .48 (.01) .43 (.02) .57 (.00) .50 (.01) .32 (.01) .50 (.01) .49 (.01) .47 (.01) .66 (.02)

Table 7.5: Country-Agnostic I PLM & HM: Three-Class Inference – Mean (S̄) and Standard Deviation
(Sσ) of AUC scores obtained by testing each Country-Specific model (rows) on a new country. Results
are presented as S̄(Sσ), where S is AUC score. Aggregate of the reported population-level results and
results from hybrid models indicated under ‘Aggregate’.

Testing (PLM) Aggregate
Training China Denmark India Italy Mexico Mongolia Paraguay UK PLM HM

China .48 (.01) .54 (.01) .48 (.01) .47 (.01) .50 (.01) .51 (.01) .50 (.00) .50 (.01) .68 (.02)
Denmark .52 (.01) .41 (.02) .56 (.01) .54 (.04) .51 (.01) .50 (.02) .58 (.01) .52 (.02) .66 (.04)
India .52 (.01) .42 (.02) .52 (.01) .38 (.02) .52 (.01) .52 (.01) .38 (.01) .47 (.01) .68 (.03)
Italy .52 (.01) .49 (.01) .47 (.02) .32 (.02) .51 (.01) .51 (.00) .54 (.00) .48 (.01) .69 (.02)
Mexico .49 (.00) .59 (.00) .44 (.00) .47 (.00) .50 (.00) .61 (.00) .54 (.00) .52 (.00) .71 (.02)
Mongolia .49 (.00) .50 (.00) .43 (.00) .51 (.00) .55 (.00) .54 (.00) .53 (.00) .51 (.00) .67 (.02)
Paraguay .44 (.01) .51 (.02) .48 (.03) .52 (.01) .58 (.05) .53 (.01) .55 (.01) .52 (.02) .65 (.04)
UK .53 (.01) .51 (.01) .51 (.03) .53 (.01) .40 (.06) .52 (.01) .53 (.02) .50 (.02) .67 (.03)

range of 0.78-0.98, whereas the country-agnostic approach yielded scores in the range of 0.66-0.73. A

similar pattern can be seen for three-class inference, where scores dropped from 0.76-0.94 to 0.65-0.71.

This shows that the effect of personalization achieved with HMs is strong for the country-specific

approach, whereas country-agnostic models still did not generalize well. However, we also noticed

that with HMs for both two-class and three-class inferences, models trained in European countries

consistently performed better in other European countries than the rest. For example, in the two-class

inference, the Italian model had AUC scores of 0.76 and 0.78 in Denmark and the UK, respectively. In

contrast, the next best score for the Italian model was 0.70 in India. Finally, for three-class inference,

the UK model had AUC scores of 0.73 and 0.75 for Italy and Denmark, respectively, whereas the next

best score was 0.69 for Paraguay. These results could be partly justified given that European countries

have somewhat closer everyday patterns that could get captured in the models.

Country-Agnostic II Models

In Table 7.6, we show results for country-agnostic models that were trained in seven countries and

tested in the shown country. Compared to the previous setting, where the models were trained in only

one country and tested in another, these models capture a more considerable intra-subject variability

in model training. Moreover, HM results were not included here because, technically, it is similar

to the HM of multi-country models. PLM results show that the performance is not high for both

two-class and three-class inferences. For some countries, performance slightly increased compared to

country-specific (e.g., China, Paraguay in two-class). For some, the performance declined (e.g., India,
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Table 7.6: Country-Agnostic II PLM: Mean (S̄) and Standard Deviation (Sσ) of AUC scores obtained by
testing each a seven-country model on data from a new country. Results are presented as S̄(Sσ), where
S is the AUC.

Two-Class Three-Class
Baseline .50 (.00) .50 (.00)
China .54 (.01) .48 (.01)
Denmark .51 (.02) .48 (.01)
India .53 (.03) .47 (.01)
Italy .54 (.01) .50 (.01)
Mexico .41 (.02) .54 (.01)
Mongolia .49 (.01) .49 (.01)
Paraguay .56 (.01) .55 (.01)
UK .48 (.01) .51 (.01)

Denmark, Italy, Mexico, and the UK in two-class). Hence, there is no clear evidence that having more

data from multiple countries would help to generalize better for an unseen country, even in this case.

Multi-Country and Continent-Specific Models

Finally, in Table 7.7, we show the results for the multi-country approach and also the continent-specific

approach that is similar to the country-specific; however, instead of countries, we considered two

continents: Europe (Italy, Denmark, UK) and Asia (China, Mongolia, India) 3. The primary motivation

for examining these models is the result we obtained in the country-agnostic approach, where for HM,

models trained in European countries performed better in other European countries with HMs. Results

for the continent-specific approach show that models performed similarly to any other approach for

both two-class and three-class inferences for PLM. However, the Europe model for two-class inference

had an AUC score of 0.58, which is second only to the Mexican model (0.62) in the country-specific

approach.

Furthermore, results show that the continent-specific model for Europe with an AUC of 0.89 for two-

class inference, performed better than the multi-country (0.83) and even country-specific approach

for Italy (0.82) and Denmark (0.83) and closer to the country-specific UK model with an AUC of

0.91. Similar results can be seen for three-class HM inference. This suggests that for western Europe,

where everyday patterns might be somewhat similar across countries, continent-specific models could

perform reasonably. However, for the continent-specific Asian model, it is not the same. For example,

for the two-class inference, the Asia model had an AUC score of 0.79, which is similar to country-specific

China (0.78) and India (0.79) results but significantly lower than the result for Mongolia (0.85). On the

other hand, for the three-class HM, the Asia approach reached an AUC of 0.74, whereas China, India,

and Mongolia models reached 0.79, 0.76, and 0.84, respectively. Hence, continent-specific models

did not perform as well as country-specific or multi-country models for Asia. This could be because

even though China, India, and Mongolia are geographically on the same continent, the behaviors and

cultures of students are different. In addition, ‘balanced’ models decreased performance for Europe

and Multi-Country, whereas for Asia, it is not the same, where three-class HM performance increased in

the balanced case. Again, this is because India and China get more representation in training, leading

to better performance in testing.

3There are arguments for and against on whether North and South America are a single continent or two [366, 565, 550]. In the
Anglo-Saxon world, it is often stated that there are seven continents, with North and South America being separate. In contrast, it
is taught otherwise in Latin America [550]. Hence, we did not include ‘America’ results by combining Mexico and Paraguay.
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Figure 7.6: Country-Specific HM: Gini feature importance values from RF models for two-class infer-
ence.

Figure 7.7: Country-Specific HM: Gini feature importance values from RF models for three-class
inference.
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Table 7.7: Multi-Country and Continent-Specific with PLM and HM: Mean (S̄) and Standard Deviation
(Sσ) of F1-scores and AUC scores obtained by testing the "worldwide" model. Results are presented as
S̄(Sσ), where S is any of the two metrics.

PLM HM
Two-Class Three-Class Two-Class Three-Class

Baseline .50 (.00) .50 (.00) .50 (.00) .50 (.00)
Europe .58 (.03) .50 (.03) .89 (.03) .86 (.02)
Asia .51 (.02) .52 (.05) .79 (.03) .74 (.01)
Multi-Country .52 (.03) .53 (.02) .83 (.01) .86 (.03)
Europe (Balanced) .53 (.02) .50 (.05) .86 (.04) .82 (.03)
Asia (Balanced) .52 (.04) .54 (.03) .79 (.02) .76 (.02)
Multi-Country (Balanced) .53 (.02) .52 (.03) .81 (.03) .78 (.02)

Gini Feature Importance Values

Figure 7.6 and Figure 7.7 show the Gini feature importance values for each country for two-class and

three-class mood inferences with HMs. We report diagrams for HMs because they provide the highest

performance. Further, the top five features within each country are marked with numbers from one

to five. Moreover, in both diagrams, values are arranged in the decreasing order of values in China,

from left to right. For both inferences, many apps had very low feature importance values. On the other

hand, ‘app personalization’ and ‘app tools’ were among the top five features for many countries. For

the UK, personalization apps were highly important in two and three-class inferences. However, for

Mexico, the importance of the feature was relatively lower in both inferences. In addition, the number

of touch events on the phone was within the top five features for Italy, Mongolia, Paraguay, and the

UK in the two-class inference and all countries except India and Mexico in the three-class inference.

This aligns with previous literature that presented findings of typing and touch events indicative of

aspects such as mood and stress [285]. Another feature discussed in the literature on psychological

aspects and mobile sensing [77], which appeared again in the diagrams is speed, calculated using

location sensors (‘location speed mean’). Diagrams indicate that the feature was in the top five in

two-class inference for India and China and three-class inference for India and Paraguay. In addition to

these features, multiple features captured using Wifi signals were among the top five in all countries.

Wifi-related features (i.e., ‘wifi std rssi’,‘wifi mean rssi’, ‘wifi min rssi’, ‘wifi max rssi’ - The standard

deviation/mean/minimum/maximum of RSSI signal strengths captured with unique devices within

the time window) were present with high importance values for all countries across both inferences.

Prior work highlights that the number of wifi devices and signal strengths could be indicative of user

context, including the location [454], and location-related features have shown to be closely tied to the

mood of individuals [77]. In summary, the top five features for mood inference, regardless of whether

it is two-class or three-class, were not the same across all countries. Certain features are unique to

individual countries. At the same time, we can also observe a specific set of features (shown in the left

quarter of both figures) that consistently appeared on the top list in all countries.

7.5 Discussion

In this section, we discuss the main findings of the chapter, and highlight limitations and future work.
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7.5.1 What do the Results Suggest?

In the country-specific setting, PLMs did not perform well across countries, with the highest per-

formance for both two-class and three-class inferences coming from Mexico, with an AUC of 0.62.

However, performance increased significantly, with HMs showing the effect of personalization within

countries. Comparable performance gains were observed for the multi-country setting as well. How-

ever, country-specific models (AUC scores of 0.78-0.98 for two-class and 0.76-0.94 for three-class)

would be preferred over multi-country models (0.83 and 0.79 for two and three classes, respectively).

Then, in the country-agnostic setting, we observed that even HMs performed poorly compared to

the country-specific setting. This means that if a model is trained in a different country, even if it is

personalized to a person in another country, the model might not perform as well as a country-specific

model that is personalized to a person in the same country. However, we also observed that models

perform relatively better in culturally similar countries (i.e., within Europe). Within Asia, even though

countries are in the same geographic region, cultural differences (i.e., India and China have different

cultures and behaviors) could be one reason that did not allow models to perform better. Finally, build-

ing continent-specific models for Europe worked reasonably better than for Asia or a multi-country

setting. Please note that the number of participants in several of these countries remained small, and

so we cannot make any strong assertions.

7.5.2 Comparison of Results to Previous Studies

First, it should be noted that mood inference with smartphone sensing data is inherently a difficult task

because of the task’s subjectiveness. In this context, if we consider the results we obtained compared to

some prior work, LiKamWa et al. [285] showed that they could achieve a 66% accuracy with population-

level models, around 75% accuracy with hybrid models, and 94% accuracy with user-level models.

However, comparing the results in their paper to ours is difficult because we reported results with AUC,

which is a more holistic performance metric, especially in an imbalanced class scenario. However,

purely in terms of numbers, the performance gain from PLM to HLM is greater in our case (from around

50% to 80%). This could be because of our dataset’s more extensive set of features compared to their

dataset, which only has phone usage-related features such as messages, calls, websites visited, and app

usage. In addition, they modeled the inference as a regression task using multi-linear regression and

provided model performance as a percentage using an error bound of 0.25 around the predicted value.

Another paper that used a similar dataset was by Servia-Rodriguez et al. [468]. It is also worth noting

that this dataset contains data from multiple countries, even though the analysis did not explicitly

focus on that aspect. Furthermore, they only showed results for PLMs, obtaining an accuracy of around

70% for weekends. Again, purely in terms of numbers, this is a good performance compared to what

we obtained (AUC scores of about 0.5). However, it is worth noting that they only reported results for

weekends, for which inference performance was high, and we do not separate weekdays and weekends.

In addition, the feature sets used for inference are again different. Another potential reason for the lack

of performance in our PLMs could be participants’ lack of movement during the pandemic when data

were collected. This could result in sensors such as location (used in both the discussed papers) not

being highly informative of different moods. Hence, this could lower the performance of our models.

Interestingly, one common result across all three studies was that fewer negative labels were reported,

which could make the development of fully personalized models more challenging due to the lack

of data for negative classes from certain individuals. Hence, future studies could look into ways of

capturing negative mood labels accurately and more often using different techniques. In addition,

model personalization in situations where some users lack data for certain classes is a potential problem
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that could be explored further (a similar skewed labels-related scenario for depression detection has

been discussed in a recent study [568]).

7.5.3 Diversity-Aware Research in Mobile Sensing

According to Gong et al. [181], diversity and diversity awareness are topics in machine learning that

have gained importance in the recent past, and increasing generalization and decreasing biases in

models for different populations are two fundamental goals discussed in this domain [325]. According

to them, diversity is achieved in machine learning with data diversification (maximizing the infor-

mativeness in training data such that the model fits data better), model diversification (increased

diversity in model parameters leading to better learning), and inference diversification (model provides

choices/information with more complementary information). Our study examined diversity awareness,

primarily with data diversification. Since the whole data collection was done to emphasize the need for

diversity awareness in machine learning-based mobile sensing systems, we defined diversity based on

social practice theory [198, 458, 173]. Accordingly, diversity is a complex and multi-layered construct

that does not exist within individuals but surfaces when two or more individuals interact. Considering

these conceptions, data and model diversity can be achieved by considering various types of diversity

attributes ranging from country of residence, gender, and age, to personality, values, etc. [198, 458]. In

this chapter, we focused on ‘country of residence’ as an attribute for analysis because of the way mood

is perceived and expressed, as well as phone usage and everyday behavior are different in countries

around the world. In future work, other diversity attributes could be used to study mood (e.g., studying

personality and mood with mobile sensing). Furthermore, other constructs collected in the study (e.g.,

social context, activity, food consumption) could be examined with mobile sensing, using country as a

diversity attribute.

7.5.4 Diversity-Awareness: Countries or Cultures?

In this chapter, we considered the geographical diversity of users when building smartphone sensing-

based mood inference models. Hence, our primary construct of diversity is the ‘country of residence’.

However, depending on the city, even though it is within the same country, the cultural composition of

students could vary significantly. For example, our specific university in London, UK, is considered

more diverse and has a high international student population compared to our specific university in

India. These differences could also affect inference performance. In addition, our study also leaves

the open question of whether the geographical region affects mobile sensing inference performance,

or whether it is the culture of study participants that mediates their everyday life and phone usage

behavior. Section 7.4 presented some initial results about these aspects. Future work could investigate

these aspects further.

7.5.5 Ethical Considerations

Mood is a self-reported internal state and thus constitutes sensitive information. Ethical implications

related to inference of affective states have been discussed in previous literature in affective computing

[110, 388, 348], ubicomp [214, 372], and other disciplines [66, 346]. From the perspective of possible

applications beyond supporting research on youth well-being, as we do here, it is fundamental that

human-centered principles are followed and limit their use to cases that benefit individuals and avoid

potential harm.
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7.5.6 The Effect of the Pandemic and Weather on Mood Inference Models

In this chapter, we showed how mood inferences could be done in the context of a mobile sensing

application. In addition, we also showed how models lack generalization to unseen countries and the

need for personalization. However, a limitation of this study is that the study was conducted during

the pandemic. During the data collection time period in 2020, many countries have imposed different

measures to curb the coronavirus. However, it is worth noting that, except for China, where strict

lockdown measures were not present, universities have been in remote work/study mode in all the

other countries. Hence, most students engaged in their studies from home. This could be the reason

why there are many app usage, touch event, proximity, and wifi related features informative about

mood according to Figure 7.6, Figure 7.7, and Table 7.2. It is also worth noting that the seasons in each

country during the data collection period were different. On the positive side, none of the countries

were in extreme winter or summer seasons. The September-November time period in European

countries is the fall season, and none of those countries faced extreme cold weather conditions during

that period. At this time, the season in Mongolia was comparable to European countries like Denmark

or UK. All the other countries had comparatively higher temperatures. However, given that students

in all the sites were affected by movement restriction measures and were stuck at home, we believe

that weather conditions might not have affected the study as much compared to a time period when

student behavior in outdoor environments would significantly change based on weather conditions.

However, the results should be understood and interpreted with this limitation in mind. Future work

could explore the effects of seasons and weather conditions on mobile sensing-based inferences.

7.5.7 Domain Adaptation for Multi-Modal Mobile Sensing

In this chapter, we highlighted the issue of generalization and the possible distributional shifts in a

mobile sensing dataset collected with the same protocol in different countries. Even though issues

of generalization, biases, and domain shifts have been discussed extensively in other domains such

as computer vision [301], natural language processing [144], and speech [496], smartphone/mobile

sensing studies have not focused on those aspects extensively thus far [180]. Even though we provide

evidence of the fundamental issue, we did not go into depth about finding a potential solution for that

issue, as it is not within the scope of this chapter (especially given page limits and extensive work that

would be needed). Further, even though we showed that model personalization (hybrid setting) could

minimize domain shift to an extent, other advanced techniques inspired by the work related to domain

shift/adaptation in other domains could provide cues for solving such problems in mobile sensing.

Recent studies also suggest that domain adaptation techniques for time series data are limited [562].

For example, a longstanding problem in the human activity recognition (HAR) domain is the wearing

diversity of wearables in different body positions. The wearing diversity hinders the performance of

HAR models. A few recent studies suggested that unsupervised domain adaptation could be a solution

for wearing diversity issues [85, 315]. Further, Wilson et al. [562] explored domain adaptation for

similar datasets captured from people from two age groups. However, the above studies focused on

time series accelerometer data, which are more straightforward than the multi-modal datasets we

are working with within this study. Hence, to the best of our knowledge, a research gap lies in solving

domain adaptation for multi-modal sensing data coming from smartphones and wearables. In fact,

in a recent study, Adler et al. [7] discussed the issue of generalization in multi-modal mobile sensing

data and showed that lack of similarity across datasets collected in different time periods does not

allow studying generalization of techniques to a greater depth. Therefore, with the dataset discussed in

this chapter, we believe solutions to domain adaptation and generalization could be explored further
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(not regarding generalization across time, but across geographically/culturally distinct areas), hence

pushing the boundaries of multi-modal mobile sensing systems towards more real-world utility.

7.5.8 Other Limitations and Future Work

This work has several limitations and areas that could be improved in future work. First, the dataset

used in this study is highly imbalanced, where there are fewer negative and very negative mood labels

than neutral, positive, and very positive mood labels. However, this distribution is in a way similar to

previous studies about valence [468, 285]. Inherently, this also makes both inference tasks much harder.

On the other hand, there is an imbalance in the dataset regarding data per country, where Italy and

Mongolia had a significantly higher number of self-reports. In addition to the experimental results

that we reported with imbalanced datasets, we conducted experiments with stratified down-sampled

datasets for each country (each country having samples equal to the number of India, which had the

lowest number of self-reports). While we reported some results for balanced cases in multi-country

and continent-specific cases, more extensive analysis could be done to explore that aspect further.

Hence, diversity-aware sampling strategies could be explored in future work to mitigate biases in

mobile sensing-based inference models. Further, we only considered valence in the circumplex mood

model in this study. Other time diary questions were used to capture other behaviors and contexts,

and we did not want to overburden users with multiple questions or lengthy questionnaires. However,

we agree that collecting the arousal and understanding the geographical diversity of arousal inference

could be studied in future work. In addition, the clinical validity of the valence in the circumplex

mood models might be questionable. Future work could look into conducting studies with more

clinically valid instruments for mood inference. In addition, in this chapter, we did not use a ’wrapper’

feature selection technique before training models because tree-based models, such as random forest,

inherently use ’embedded’ feature selection with Gini impurity to find a set of good features to build the

trees with [530], especially when the feature space is small (i.e., around 100 in this dataset). However,

if the feature space was larger, the dataset size was smaller, or if another non-tree-based model was

used, using feature selection is highly preferred. Therefore, future work could also look into improving

models based on feature selection and finding solutions to the issue of generalization using careful

feature selection.

7.6 Conclusion

In this exploratory study, we used a mobile sensing dataset with around 329K self-reports from 678

participants in eight countries (China, Denmark, India, Italy, Mexico, Mongolia, Paraguay, UK) for over

three weeks to assess the effect of geographical diversity on mood inference models. We evaluated

country-specific, continent-specific, country-agnostic, and multi-country approaches trained on

sensor data for two mood inference tasks with population-level (non-personalized) and hybrid (partially

personalized) models. We showed that partially personalized country-specific models perform the

best yielding AUC scores in the range of 0.78-0.98 for two-class (negative vs. positive) and 0.76-0.94 for

three-class (negative vs. neutral vs. positive) inference. Further, with the country-agnostic approach,

we showed that models do not perform well compared to country-specific settings, even when models

are partially personalized. We also uncovered generalization issues of sensing-based mood inference

models to new countries. We hope that these findings will be of benefit to ubicomp researchers towards

building future mobile sensing applications with an awareness of geographical diversity.
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8 Complex Daily Activities, Country-
Level Diversity, and Smartphone
Sensing

Smartphones enable understanding human behavior with activity recognition to support people’s daily

lives. Prior studies focused on using inertial sensors to detect simple activities (sitting, walking, running,

etc.) and were mostly conducted in homogeneous populations within a country. However, people

are more sedentary in the post-pandemic world with the prevalence of remote/hybrid work/study

settings, making detecting simple activities less meaningful for context-aware applications. Hence, the

understanding of (i) how multimodal smartphone sensors and machine learning models could be used

to detect complex daily activities that can better inform about people’s daily lives, and (ii) how models

generalize to unseen countries, is limited. We analyzed a subset of MUL dataset from Chapter 2—

smartphone data and ∼216K self-reports from 637 college students in five countries (Italy, Mongolia,

the UK, Denmark, and Paraguay). Then, we defined a 12-class complex daily activity recognition task

and evaluated the performance with different approaches. We found that even though the generic

multi-country approach provided an AUC of 0.70, the country-specific approach performed better with

AUC scores in [0.79-0.89]. We believe that research along the lines of diversity awareness is fundamental

for advancing human behavior understanding through smartphones and machine learning, for more

real-world utility across countries. The material of this chapter was originally published in [24].

8.1 Introduction

The field of activity recognition has gained substantial attention in recent years due to its usefulness in

various domains, including healthcare [492], sports [598], transportation [364], and human well-being

[325]. For instance, fitness-tracking mobile health applications enable users to access activity-specific

metrics [598, 476]. Similarly, smart home systems can make changes to the environment (e.g., lighting,

temperature) based on the information gathered about people’s activities [309, 367]. Context awareness,

a key aspect of mobile phone user experience, is enabled with the integration of activity recognition

[547, 376].

Traditionally, sensor-based activity recognition relied on custom sensors attached to the body [93].

While this approach is effective for small-scale studies, it is often challenging to scale up. The cost and

maintenance required for these sensors can make them both expensive and obtrusive, reducing the

motivation to use them. The alternative approach of using commercial wearables is not immune to

these challenges, and these devices are often perceived as niche or abandoned after a short period of

usage [332, 107]. This is where the presence of smartphones comes in handy. In the United States, 85%

of adults and 96% of young adults own a smartphone, making it easier to target a broader audience
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[343]. Research in mobile sensing has revealed the potential of smartphone data for activity recognition

[492, 325]. The widespread ownership and unobtrusive nature of smartphones make them an attractive

solution to traditional sensor-based activity recognition. However, there is still a need to understand

how multiple sensing modalities in smartphones can be utilized for complex daily activity recognition.

Additionally, the generalization of complex daily activity recognition models across different countries

remains an under-explored area of research.

Recognizing complex daily activities is important. In the activity recognition literature, multiple types

of activities have been considered, each at different granularity levels [130, 447]. Coarse-grained or

simple activities like walking, sitting, or cycling are repeated unitary actions directly measurable from

a proxy (e.g., inertial sensor unit). Fine-grained complex activities, or activities of daily living (ADL),

are built on top of simple activities, but convey more specific contextual information [560, 421, 447].

For example, eating, studying, working, and movie watching entail participants sitting. Such activities

can not be measured by inertial sensor units alone [68, 329, 55] and need a more holistic multimodal

sensing approach that captures a wide range of contexts and behaviors that build on top of simple

activities [447]. Further, recognizing such complex daily activities could: (i) allow tracking the digital

well-being of individuals in a more fine-grained manner (e.g., providing a breakdown of time spent

eating, resting, attending a lecture, and studying, instead of just sitting [470, 68]); (ii) provide context-

aware user experiences and notifications by understanding user behavior better (e.g., not sending

phone notifications when a person is studying or attending a lecture, suggesting products while a user

is shopping [331]); and (iii) allow better content recommendation (e.g., recommending music based

on the current daily activity such as working, studying, or shopping [547]), where complex activities

can be more informative and valuable than simpler ones. However, even though inertial, location, or

WiFi/Bluetooth data have been used separately for activity recognition [421, 447], prior work has not

exhaustively studied complex daily activities by using multimodal smartphone sensing data.

The use of multimodal smartphone sensing data in machine learning models could provide a more

comprehensive picture of complex daily activities when compared to using single modalities. This is

especially relevant in light of the Covid-19 pandemic, which has brought about a significant shift in

daily habits and activities [491, 594]. The lockdown measures enforced to slow the spread of the virus

resulted in a decrease in physical activity and an increase in sedentary behavior, particularly among

young adults. This shift is evident in changes to smartphone use patterns [427, 446, 283], which can

impact the effectiveness of location-based activity recognition methods in a remote/hybrid work/study

setting where individuals tend to remain sedentary for extended periods of time. Hence, the importance

of inertial and location sensors as predictive features could diminish due to sedentary behavior. This

underscores the importance of incorporating fine-grained multimodal sensing features to accurately

characterize the complex daily activities of these emerging lifestyles through smartphones. However,

there is currently little understanding of which smartphone sensing features are systematically useful

in characterizing different complex daily activities.

Taking a few steps back, we can also consider the “country” dimension and its influence on smartphone

usage. Country differences can affect smartphone usage in different world regions [316]. For example,

it could be socially frowned upon to take a call at a formal restaurant in Japan, while people in Europe

could leave a movie theater to check their phone [76]. It has been shown that people in Japan tend to be

more reticent than in Sweden about talking on the phone in public transportation or, more generally,

about being loud in public [38]. Another study about smartphone addiction among young adults in 24

countries found that the rigidity of social norms and obligations highly influenced smartphone usage

[378]. In addition to how people use the phone, prior work also discussed how passively sensed behav-

ioral data about people differ in many countries [17]. These differences across countries constitute
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a form of diversity, which is a growing area of interest in computing and AI research [115] 1. From a

machine learning point-of-view, a diversified system contains more information and can better fit

various environments [181]. More generally, diversity-aware machine learning aims to improve the

model’s representational ability through various components such as input data, parameters, and

outputs [181]. Concretely, country-level, diversity-aware activity recognition should try to understand

the effect of the country diversity of smartphone users, on inference model performance. However,

the understanding of how country diversity affects the smartphone sensing pipeline (from collected

data to model performance) is limited, as previous work aimed at quantifying such effects has been

scarce [247, 325, 402], due to reasons including, but not limited to, logistical difficulties in conducting

longitudinal smartphone sensing studies with the same protocol in diverse countries.

This chapter looks into mimicking the experimental approach proposed in Chapter 7 for complex

daily activity recognition. Hence, this chapter uses a set of experimental approaches (country-specific,

country-agnostic, and multi-country, described in Table 7.1), and model types (population-level and

hybrid, described in Table 7.1 and operationalized in Section 8.5). With the support of rich multimodal

smartphone sensing data collected in multiple countries under the same experimental protocol, we

address three research questions:

RQ1: How are complex daily activities expressed in different countries, and what smartphone sensing

features are the most useful in discriminating different activities?

RQ2: Is a generic multi-country approach well-suited for complex daily activity recognition? To which

extent can country differences be accurately modeled by country-specific approaches?

RQ3: Can complex daily activity recognition models be country-agnostic? In other words, how well do

models trained in one or more countries generalize to unseen countries?

In addressing the above research questions, we provide the following contributions:

Contribution 1: We examined a subset of MUL dataset, with over 216K self-reports (including com-

plex daily activities) collected from 637 college students in five countries (Denmark, Italy, Mongolia,

Paraguay, and the United Kingdom) for over four weeks. We defined 12 complex daily activity classes

based on participant responses, prevalence, and prior work. The list includes sleeping, studying, eating,

watching something, online communication and social media use, attending classes, working, resting,

reading, walking, sports, and shopping. On the one hand, we found that similar features are most

informative for all countries for specific activities (e.g., sleep, shopping, walking). On the other hand,

for some other activities, the most informative features vary across countries. Interestingly, however,

they remain approximately similar across geographically closer countries. For example, the "sport"

activity has the use of "health & fitness apps" as a top feature across European countries. However, the

feature was not prominent in Mongolia and Paraguay, where such physical activity-related app usage is

lower. This divide is also visible in the “watching something” activity, which is influenced by the use of

entertainment apps in European countries, and not in the other two countries.

1While we acknowledge that cultures can be multidimensional and exist in tension with each other and in plurality within the
same country [584], some prior studies in mobile sensing, psychology, and sociology have used “culture” as a proxy to refer to
the country of data collection [402, 247, 532, 201]. However, in this study, for consistency, we use “country” (a more specific
geographic region) as the unit of analysis that could affect phone usage behavior and sensing data. We also used the term
“geographic” rarely, when appropriate and when referring to regions (i.e., Europe).
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Contribution 2: We defined and evaluated a 12-class complex daily activity inference task with country-

specific, country-agnostic, and multi-country approaches (similar to Table 7.1 in Chapter 7). We also

used population-level (not personalized) and hybrid (partially personalized) models to evaluate how

model personalization affects performance within and across countries. We show that the generic

multi-country approach, which directly pools data from all countries (a typical approach in many

studies), achieved an AUC of 0.70 with hybrid models. Country-specific models perform the best for

the five countries, with AUC scores in the range of 0.79-0.89. These results suggest that even though

multi-country models are trained with more data, models could not encapsulate all the information

towards better performance, possibly due to the averaging effect of diverse behaviors across countries.

The country-specific approach consistently worked better.

Contribution 3: With the country-agnostic approach, we found that models do not generalize well

to other countries, with all AUCs being below 0.7 in the population-level setting. With hybrid models,

personalization increased the generalization of models, reaching AUC scores above 0.8, but not up

to the same level as country-specific hybrid models. Moreover, even after partial personalization,

we observed that models trained in European countries performed better when deployed in other

European countries than in Mongolia or Paraguay. This shows that in addition to country diversity,

behavior, and technology usage habits could be what mediates the performance of models in different

countries. In light of these findings, we believe that human-computer interaction and ubiquitous

computing researchers should be aware of machine learning models’ geographic sensitivities when

training, testing, and deploying systems to understand real-life human behavior and complex daily

activities. We also highlight the need for more work to address the domain shift challenge in multimodal

mobile sensing datasets across countries.

To the best of our knowledge, this is the first study that focuses on the use of multimodal smartphone

sensing data for complex daily activity recognition, while examining the effect of country-level diversity

of data on complex activity recognition models with a large-scale multi-country dataset, and high-

lighting domain shift-related issues in daily activity recognition, even when the same experimental

protocols are used to collect data in different countries.

The chapter is organized as follows. In Section 8.2, we describe the related work and background. Then,

we describe the dataset in Section 8.3. In Section 8.4, we present the descriptive and statistical analysis

regarding important features. We define and evaluate inference tasks in Section 8.5 and Section 8.6.

Finally, we end the chapter with the Discussion in Section 8.7 and the Conclusion in Section 8.8.

8.2 Background and Related Work

8.2.1 Mobile Sensing

In prior work, researchers have collected and analyzed mobile sensing data to understand various

attributes of a particular population. Depending on the study, that goal can be put under coarse

categories such as behavior, context, and person-aspect recognition [325]. Behavior recognition is

aimed at understanding user activities broadly. Person aspect recognition looks into understanding

demographic attributes (e.g., sex, age, etc.), psychology-related attributes (e.g., mood, stress, depression,

etc.), and personality. Finally, context recognition identifies different contexts (e.g., social context,

location, environmental factors, etc.) in which mobile users operate.

Regarding behavior recognition, there are studies that aimed to capture binary (sometimes three) states
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of a single complex activity/behavior such as eating (e.g., eating meals vs. snacks [55], overeating vs.

undereating vs. as usual eating [330]), smoking (e.g., smoking or not [321]) or drinking alcohol (e.g.,

drinking level [404, 30], drinking or not [454]). Another study used the action logs of an audio-based

navigation app to predict its usage and understand what drives user engagement [294]. Then, regarding

person aspects, the MoodScope system [285] inferred the mood of smartphone users with a multi-

linear regression based on interactions with email, phone, and SMS, as well as phone location and app

usage. Servia-Rodriguez et al. [468] observed a correlation between participants’ routines and some

psychological variables. They trained a deep neural network that could predict participants’ moods

using smartphone sensor data. Additionally, Khwaja et al. [247] developed personality models based

on random forests using smartphone sensor data. Finally, context recognition is aimed at detecting

the context around behaviors and activities. [328] used sensing data from Switzerland and Mexico to

understand its relation to the social context of college students when performing eating activities. More

specifically, they built an inference model to detect whether a participant eats alone or with others.

Similarly, [327] examined smartphone data from young adults to infer the social context of drinking

episodes using features from modalities such as the accelerometer, app usage, location, Bluetooth, and

proximity. In this case, context detection is two-fold: it’s based on the number of people in a group, and

on their relationship to the participant (e.g., alone, with another person, with friends, with colleagues).

Similarly, mobile sensing studies attempted to infer other contexts, psychological traits, and activities

by taking behavior and contexts sensed using smartphone sensors as proxies [325, 108, 217].

One common aspect regarding most of these studies is that they were done in the wild, focused on two

or three-class state inference, and sensing is not fine-grained (i.e., using behavior and context as proxies

to the dependent variable). This chapter follows a similar approach with a dataset captured in the wild,

using multimodal smartphone sensor data, and taking behavior and context as proxies for our depen-

dent variable. However, in this study, the target attribute entails a 12-class daily activity recognition

problem that is complex and novel compared to prior work. In addition, we are interested in examining

model performance within and across five countries, with and without partial personalization.

8.2.2 Activity Recognition

Human activity recognition (HAR) aims to understand what people are doing at a given time. Large-

scale datasets issued from the activity of smartphone users have a lot of potential in solving that task.

This “digital footprint" has been used to re-identify individuals using credit-card metadata [350]: it

has been shown that only 4 data points are required to re-identify 90% of individuals. While the same

approach could be followed using smartphone sensing data, our main focus is activity recognition at a

single point in time rather than using time series for re-identification. We will focus on two types of

activity recognition techniques: wearable-based and smartphone-based [492].

Wearable-based HAR

In wearable-based activity recognition, the users wear sensors such as wearable accelerometers from

which the data is analyzed and classified to detect activities. For example, in healthcare, wearable-based

HAR can be used to analyze gait and prevent falling or monitor physical activity and observe health

outcomes [293]. The wearable-sensing trend emerged two decades ago and relied on custom-designed

wearable sensors [151, 387], which were backed by encouraging findings in health research. With

time, custom sensors were replaced by commercial fitness or activity trackers. Unfortunately, applying

these findings to real-world settings was rare due to the high cost of producing custom sensors, the
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difficulty distributing devices to a broad audience, and their unpopularity among some users [107].

This restricted most studies using wearables to performing experiments in a controlled environment

or in the wild with smaller populations. However, wearable-based HAR models that could recognize

simple activities are currently deployed across many commercial wearable devices.

Smartphone-based HAR

With the popularity of smartphones in the past two decades, the problems of wearable-based HAR

were solved. Reality Mining [143] is a pioneering study in the field of mobile sensing: it showed the

utility of mobile sensing data in a free-living setting. In smartphone-based activity recognition, people

do not need to use wearable sensors. Instead, the system relies on a smartphone that is always on and

stays closer to its user. Smartphones replace wearable devices as the former contains multiple sensors

such as an accelerometer, gyroscope, GPS, proximity, or thermometer. Nevertheless, smartphones

capture data at multiple positions (e.g., a pocket, hand, or handbag), which introduces a bias in sensor

measurements as they are position-dependent [574].

Regardless of the device used, most prior activity recognition tasks have been done in lab-based/controlled

settings where accurate ground truth capture is possible [492]. The prime goal of such studies is to in-

crease the accuracy of activity recognition models with precise ground truth and sensor data collection

(e.g., by placing sensors on fixed body positions, recording ground truth with videos, etc.). However,

these studies are hard to scale and do not capture the real behavior of participants, and this is especially

true for complex daily activities [447]. For example, a person’s behavior when studying, working, or

shopping in an unconstrained environment can not be replicated in a lab. On the other hand, some

studies are done in the wild [271, 447], where the ground truth and sensor data collection might not be

that precise but allow capturing complex daily activities in a naturalistic setting. Our study is similar,

where our intention was to take a more exploratory stance, build country-level diversity-aware models,

and compare their performance within and across different countries.

8.2.3 Activity Types

One crucial difference across existing studies is in the selection of activities. A majority of studies work

towards the recognition of simple activities. For example, Straczkiewicz et al. [492] classified activities

into groups such as posture (lying, sitting, standing), mobility (walking, stair claiming, running, cycling),

and locomotion (motorized activities). Laput and Harrison [271] called such activities coarse or whole-

body. Activities belonging to these groups are directly measurable from one or more proxies (e.g.,

inertial sensor unit, location). For example, when considering the accelerometer, each activity has

a distinct pattern on the different axes [130]. However, they constitute a small subset of activities

performed by people in daily lives [447, 421, 100].

Notice that some of the simple activities described above are usually part of more complex activities

(e.g., sitting while eating, walking while shopping). Dernbach et al. [130] defined complex activities as a

series of multiple actions, often overlapping. Along with Bao et al. [35], they used the same techniques

to recognize both simple and complex activities. This results in weaker performances for complex

activities since their structure is more complicated. Another approach is considering complex activities

hierarchically by using combinations of simple activities to predict more complex ones. Huynh et al.

[224] characterized user routines as a probabilistic combination of simple activities. Blanke et al. [58]

used a top-down method that first identifies simple activities to recognize complex ones. However,
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this requires pre-defining simple activities and mappings to complex activities. Some studies focus on

detecting binary episodes of a single complex activity or a specific action. For example, the Bites’n’Bits

study [55] examined the contextual differences between eating a meal and a snack, and presented a

classifier able to discriminate eating episodes among students. Likewise, DrinkSense [454] aimed at

detecting alcohol consumption events among young adults on weekend nights. Unfortunately, such

task-specific classifiers will perform poorly when exposed to situations they were not trained on.

In this study, we focus on a majority of complex daily activities (11 out of 12 and one simple activity:

walking) derived by considering over 216K self-reports from college students in five countries. In this

context, drawing from prior studies that looked into activities of daily living [447, 421], for the scope

of this chapter, we define complex activities as "activities that punctuate one’s daily routine; that are

complex in nature and occur over a non-instantaneous time window; and that have a semantic meaning

and an intent, around which context-aware applications could be built". While it is impossible to create

a classifier that could recognize all complex human activities, we believe the classifier we propose

captures a wide range of prevalent activities/behaviors, especially among young adults.

8.2.4 Diversity-Awareness in Smartphone Sensing

Research in the field of smartphone sensing, including the studies mentioned above, lacks diversity

in their study populations [325]. Regarding country diversity, with a few exceptions [468, 247], most

experiments were conducted in a single country or rarely two. This can be problematic with respect

to the generalization of findings since smartphone usage differs across geographic regions, which

can lead to different patterns being observed in, for example, two populations of different genders

or age range [126]. Khwaja et al. stressed the importance of diversity awareness in mobile sensing

[247]. Moreover, experiments performed in a controlled setting usually can not accommodate many

participants. While this makes the whole process lighter and more manageable, it also restricts the

generalization of results to a broader free-living audience [456, 206]. According to Phan et al. [402],

cross-country generalizability is the extent to which findings apply to different groups other than those

under investigation.

Diversity awareness and model generalization are two essential aspects, as they will allow an activity

recognition system to be deployed and to perform well across different user groups and countries [324,

458]. In computer vision research, the lack of diversity has been repeatedly shown for specific attributes

such as gender and skin color [422, 116, 243]. In natural language processing and speech research,

not accounting for dialects in different countries could marginalize groups of people from certain

countries [410]. Hence, ignoring country diversity when developing AI systems could harm users in the

long run by marginalizing certain groups of people [410]. In this context, smartphone sensing studies

that consider country-level diversity are still scarce [402]. This could be due to the lack of large-scale

datasets, logistical difficulties in data collection in different countries, and studies being time and

resource-consuming. Khwaja et al. [247] built personality inference models using smartphone sensor

data from five countries and showed that such models perform well when tested in new countries. To

the best of our knowledge, their study is one of the first to investigate the generalization of smartphone

sensing-based inference models across different countries. In our work, we focus on complex daily

activity recognition with smartphone sensing and aim to uncover and examine model behavior in

multi-country settings.
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8.2.5 Human-Centered Aspects in Smartphone Usage

Our literature review has so far focused on the technical aspects such as data collection or target

variables. We now discuss the impact of smartphone usage on individuals and society, which is

studied by various disciplines in the social sciences. Previous work includes the study of smartphone

dependence among young adults, where it was found that problematic smartphone use varies by

country and gender [296, 521], and those specific activities such as social networking, video games, and

online shopping contribute to the addiction [296, 378]. Another study [428] summarized findings on

correlations between smartphone usage and psychological morbidities among teens and young adults.

Excessive smartphone usage could lead to emotional difficulties, impulsivity, shyness, low self-esteem,

and some medical issues such as insomnia, anxiety, or depression. From a sociological standpoint,

Henriksen et al. [208] studied how smartphones impact interactions in cafés and defined three concepts

of social smartphone practices. Interaction suspension (e.g., your friend goes to the bathroom), which

can lead to using the smartphone to appear occupied or to avoid uncomfortable situations while being

alone. Deliberate interaction shielding corresponds to situations where one suspends an ongoing

interaction to answer a phone call or a text message, whether it is an emergency or just in fear of

missing out. Accessing shareables, which leads to a collective focus on shared content (e.g., pictures

or short videos), giving the smartphone a role of enhancing face-to-face social interactions rather

than obstructing them. Nelson and Pieper [368] showed that smartphone attachment “inadvertently

exacerbates feelings of despair while simultaneously promises to resolve them", thus trapping users in

negative cycles.

According to Van Deursen et al. [521], older populations are less likely to develop addictive smartphone

behaviors. While they are often associated with younger generations, smartphones are slowly gaining

popularity among older generations as they are coming up with creative ways to integrate them into

their habits. Miller et al. [336] investigated the role that smartphones play in different communities

across nine countries. Through 16-month-long ethnographies, they showed that various groups of

people have specific ways of taking ownership of their smartphones through apps, customization, and

communication. For example, in Ireland, smartphones are used by the elderly in many of their daily

activities, and in Brazil, the usage of messaging applications for health has led to the creation of a

manual of best practices for health through such applications. More globally, smartphones can help

users stay in touch with their extended families or distant friends, a feature that has been particularly

important during the 2020 global pandemic. In this chapter, we attempt to uncover country-specific

smartphone usage patterns through multimodal sensing data. While these insights may not have the

depth that field observations provide, they represent a starting point for future research to draw upon.

Hence, all while considering these factors, we aim to examine smartphone sensing-based inference

models for complex daily activity recognition with country-specific, country-agnostic, and multi-

country approaches, as described in Figure 8.1.

8.3 Data, Features, and Target Classes

8.3.1 Dataset Information

To address our research questions, we used a subset of the 8-country dataset presented in Chapter 2. We

considered only five countries (Italy, Denmark, UK, Mongolia, and Paraguay) because data preparation

activities in other countries were not finalized by the time of conducting experiments related to this

chapter.
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Figure 8.1: High-level overview of the study. The study uses continuous and interaction sensing
modalities and different approaches (country-specific, country-agnostic, and multi-country) to infer
complex daily activities.

8.3.2 Determining Target Classes

Hourly self-reports required participants to log what they were doing at the time by selecting an activity

from a predefined list of thirty-four items. These items were derived based on prior work [174, 592].

By looking at their distribution in different countries (Figure 8.2), one can quickly notice that they are

highly unbalanced. The remote work/study constraints during the time of data collection were one

of the causes behind this imbalance, because activities such as traveling, walking, or shopping would

have been more popular if mobility was not restricted. A closer look at the list of activities shows that

some classes are too broad in terms of semantic meaning. Hence, similar to prior work that narrowed

down activity lists based on various aspects [271], we narrowed down the original list of activities

into 12 categories to capture complex daily activities that are common enough in the daily lives of

people, especially in a remote work/study setting. For example, under “hobbies”, one can be playing

the piano or painting, and the two do not entail the same smartphone usage and are not common

enough. Similarly, “social life” is too broad, as one could be in a bar, a restaurant, or a park. Moreover,

to mitigate the class imbalance problem, we decided to filter the target classes. First, classes that had

similar semantic meanings were merged: this is the case of eating and cooking, and social media and

internet chatting. Classes representing a broad activity were removed, such as personal care, household

care, games, and hobbies. Finally, classes that did not have enough data in all countries were removed,

such as listening to music, movie, theatre, concert, and free-time study. Filler classes such as “nothing

special” or “other” were also removed. This filtering reduced the number of target classes to twelve, and

their updated distribution is shown in Figure 8.3. These classes entail activities performed during daily

life that are complex in nature and have a semantic meaning around which context-aware applications

could be built. Moreover, the selected activities also align with prior work that looked into complex

daily activity recognition [447].

8.4 How are activities expressed in different countries, and what

smartphone features are most discriminant? (RQ1)

To understand the distribution of activities in each country and to determine the influence of features

on the target, we provide a descriptive and statistical analysis of the dataset in this section, hence

shedding light on RQ1.
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Table 8.1: A summary of participants of the data collection. Countries are sorted based on the number
of participants.

University Country Participants µ Age (σ) % Women # of Self-Reports
University of Trento Italy 259 24.1 (3.3) 58 116,170
National University of Mongolia Mongolia 224 22.0 (3.1) 65 65,387
London School of Economics
& Political Science

UK 86 26.6 (5.0) 66 20,238

Universidad Católica
"Nuestra Señora de la Asunción"

Paraguay 42 25.3 (5.1) 60 6,998

Aalborg University Denmark 26 30.2 (6.3) 58 7,461
Total/Mean 637 24.0 (4.3) 62 216,254

Figure 8.2: The original distribution of target classes before any filtering or merging was done.

8.4.1 Hourly Distribution of Activities

The activities we consider all seem to occur at different times: people tend to sleep at night, work

during the day, and eat around noon and in the evening. However, not all schedules are the same,

especially not across different countries [154, 147]. We reported the density function of each target

class at different hours of the day in Figure 8.4. In each diagram, the x-axis refers to the hour of the day,

and the y-axis refers to the density of each activity. On an important note, while most activities were

reported as they were being performed, in the case of sleeping, participants reported the activity after

they woke up and still in bed, meaning that peaks for that activity could also be interpreted as “waking

up”. This was later confirmed with many participants in all countries during post-study interviews.

This also makes the time of the day less informative when inferring the sleeping activity.

A first look at the distribution shows the “expected” patterns, such as a peek of sleeping during the night

or peaks around eating times for lunch and dinner. Notice that participants from Paraguay tend to sleep

less than others, reflecting that they start working and resting earlier in the day. Online communication

and social media usage happen around noon, coinciding with a break from classes and lunchtime,

followed by a high peak towards the end of the day. This is in line with prior studies that showed that

depending on the location context and hour of the day, the use of certain social media applications (i.e.,

Twitter) could differ [127]. Moreover, we also observe country differences in hourly social media and

online communication app usage patterns as reported by users. For example, between noon and 6 pm,

there is a dip in the usage of these types of apps in Italy, Paraguay, and Denmark, whereas that pattern

is not visible in the UK. Prior work has also studied social media app usage and adoption-related

differences, especially across countries. As per those studies, such usage differences could result from
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Figure 8.3: Distribution of target classes after removing classes that are semantically broad or lack data.

cultural characteristics within countries and from motives of people for using different apps [14, 286].

Most leisure activities (reading, shopping, sport, watching something) happen towards the end of the

day, right when students have finished their classes.

Another activity that showed clear cross-country differences is “Eating”. We can observe that Italians

tend to eat later than others, which hints at their Mediterranean customs [513]. Italy also showed two

clear peaks for lunch and dinner with a sharp dip in between the two meals. The dip is less visible

in other countries, indicating that meals are more spread out across different times. Moreover, the

dinner peaks for all countries except Mongolia were peaking on or after 6 pm, whereas in Mongolia, it

was before 6 pm. These findings suggest that the hour of the day could indicate whether people are

eating or not—slightly differently in Italy, Mongolia, and other countries. In fact, prior studies that used

mobile sensors for studies regarding eating behavior showed that the hour of the day is an important

feature in predicting aspects related to eating [55, 330]. To add to that, prior studies have also pointed

out that meal times, frequency, and sizes could differ between countries [89], even within Europe

[484]. Finally, the activity “walking” had more or less similar distributions across countries. In fact, a

smartphone-based activity tracking study by Althoff et al. [17] mentioned that the average number of

steps walked by people across Italy, the UK, Denmark, and Mongolia were in the same ballpark (i.e.,

around 5000-6000 daily steps).

8.4.2 Statistical Analysis of Features

To understand the importance of each smartphone sensing feature in discriminating each target activity

from others, we reported in Table 8.2 the top three features and their ANOVA (Analysis of variance)

F-values [248] for each activity and each country. The goal is to identify features that define an activity

and how those differ across countries. We consider each country-activity pair alone to find features

that influence the classification task in a binary setting (i.e., determining whether the participant is

sleeping or not, studying or not, eating or not, etc.).

The resulting features across countries for the same activity are different in most cases, highlighting

the dataset’s diversity and each country’s cultural differences or habits. For example, when studying,

features regarding screen episodes dominate in the UK, Italy, and Denmark, while the day period

appears in Italy, Mongolia, and Paraguay. This could mean that European students tend to use their

phones when studying more (or less) than students from Paraguay or Mongolia. This divide is also

visible when “watching something”, which is influenced by the use of entertainment applications in
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Figure 8.4: Density functions of target classes as a function of the hour of day in each country.

Table 8.2: ANOVA F-values (F) with p-value < 0.05 for each target activity and each country. The best
feature is the first in the list. Comparing F-values are only valid locally within the same activity and
country.

Italy Mongolia UK Denmark Paraguay
Feature F Feature F Feature F Feature F Feature F
app_tools 5423 day_period 6623 day_period 1632 day_period 354 app_not-found 510
day_period 4439 app_not-found 3595 screen_max_episode 603 screen_max_episode 249 noti_removed_wo_dups 348Sleeping
screen_max_episode 2498 noti_removed_wo_dups 1052 screen_time_per_episode 534 screen_time_per_episode 156 notifications_posted_wo_dups 289
screen_max_episode 1447 day_period 683 screen_time_total 446 screen_max_episode 241 app_video players & editors 147
screen_time_total 1378 noti_removed_wo_dups 220 screen_max_episode 396 screen_time_total 225 app_not-found 84Studying
day_period 1146 app_photography 178 screen_time_per_episode 247 weekend 154 day_period 43
day_period 271 day_period 518 day_period 61 proximity_std 38 app_not-found 37
app_tools 98 app_not-found 180 app_not-found 26 proximity_max 29 wifi_mean-rssi 23Eating
app_not-found 61 activity_still 72 app_video players & editors 23 app_communication 18 wifi_max-rssi 21
app_entertainment 715 day_period 326 app_video players & editors 397 app_entertainment 151 wifi_mean-rssi 51
app_not-found 426 app_not-found 325 wifi_std_rssi 85 app_not-found 59 app_lifestyle 38

Watching
something

weekend 334 wifi_num_of_devices 217 app_entertainment 66 notifications_posted 58 weekend 29
app_social 1381 touch_events 503 wifi_num_of_devices 112 app_tools 64 app_tools 95
screen_time_total 565 screen_time_total 355 wifi_connected 93 app_causal 58 proximity_max 58

Online comm./
Social media

screen_max_episode 473 app_not-found 354 screen_time_total 92 screen_time_total 42 proximity_mean 48
weekend 3167 day_period 455 weekend 357 app_not-found 119 notifications_posted_wo_dups 148
screen_num_of_episodes 745 weekend 289 day_period 260 notifications_posted 104 weekend 112Attending class
app_tools 476 app_not-found 251 screen_max_episode 70 screen_max_episode 37 screen_time_total 87
steps_detected 271 wifi_mean_rssi 1049 screen_time_per_episode 143 proximity_mean 305 activity_invehicle 441
screen_time_per_episode 210 wifi_max_rssi 848 proximity_mean 129 proximity_max 304 wifi_num_of_devices 226Working
screen_num_of_episodes 206 wifi_min_rssi 633 screen_max_episode 124 proximity_std 292 activity_walking 163
day_period 337 day_period 191 app_medical 374 notifications_posted 22 app_photography 145
app_tools 117 screen_time_total 89 app_arcade 72 app_not-found 16 app_trivia 64Resting
app_educational 66 screen_max_episode 75 day_period 55 touch_events 14 app_maps & navigation 23
app_books & reference 955 app_not-found 167 app_not-found 215 cellular_lte_min 252 app_adventure 21
app_comics 93 touch_events 122 wifi_std_rssi 109 app_tools 83 app_comics 16Reading
app_news & magazines 93 day_period 121 wifi_max_rssi 77 location_altitude 76 location_altitude 6
activity_onfoot 3518 activity_onfoot 1582 steps_detected 376 steps_detected 285 activity_walking 25
activity_walking 3497 activity_walking 1579 steps_counter 314 activity_walking 101 activity_onfoot 25Walking
steps_detected 3374 steps_detected 1009 activity_walking 232 activity_onfoot 101 location_radius_of_gyration 23
app_health & fitness 502 day_period 33 app_health & fitness 931 app_health & fitness 1248 wifi_max_rssi 50
day_period 233 wifi_num_of_devices 32 proximity_min 52 noti_removed 72 proximity_std 41Sport
notifications_posted 132 wifi_min_rssi 23 day_period 40 day_period 34 wifi_mean_rssi 41
steps_detected 283 activity_onfoot 1270 day_period 74 activity_walking 132 app_weather 86
activity_onfoot 267 activity_walking 1269 user_presence_time 41 activity_onfoot 131 app_auto & vehicles 84Shopping
activity_walking 265 steps_detected 504 screen_num_of_episodes 38 steps_detected 55 activity_walking 79
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Europe, but not in Paraguay or Mongolia. This effect could be due to the unpopularity of streaming

services classified as entertainment applications in the latter two countries, where participants might

rely on alternatives. In fact, differences in using streaming services across countries have been studied

in prior work, highlighting differences in usage percentages [298] and the relations to income level

[371]. On the other hand, it could also be that students watch something on a medium that is not their

smartphone. In fact, research shows that young adults aged 18-29 use more online media streaming

services as compared to television in the USA [401]. However, whether similar percentages hold

across different countries with contrasting cultures, income levels, and internet quality remains a

question. While not conclusive, these could be the reason for entertainment apps not being indicative

of “watching something” in Mongolia and Paraguay, which are the non-European countries in this

study.

For some activities, the top three features are inherent to the nature of the activity. For example,

“reading” in Italy has features corresponding to reading applications such as books, comics, newspapers,

and magazines. Other countries do not show this. The same observation can be made for the “sports”

activity: health and fitness apps are one of the determining features in European countries. This effect

could correspond to participants tracking their workouts using a smartphone app.

The “walking” activity has almost the same features in all five countries: steps detected and an on-foot

or walking activity detected by the Google Activity Recognition API. This homogeneity is due to the

nature of the activity—walking is considered a simple activity. This is also why shopping has some of

the same features as walking since participants also walk when they shop. To summarize, in most cases,

each country has different defining features when looking at the same activity. For some activities, the

features found are inherent to the activity and are usually app categories. Finally, it is worth mentioning

that the period of the day is an important feature, which matches what has been observed in Figure 8.4

— all activities do not occur at the same frequency throughout the day.

Finally, it is worth noting that we could expect some of the highly informative features to change over

time, with changes to technology use and habits of people, in different countries [569, 7]. For example,

a reason for the lack of use of streaming services in certain countries is the lack of laws surrounding the

usage of illegally downloaded content (e.g., Germany has strict laws about not using illegal downloads

[443]). Changes in the laws of countries could change the behavior of young adults. Further, internet

prices could also affect the use of streaming services. While bandwidth-based and cheap internet is

common in developed countries, it is not the same in developing nations in Asia, Africa, and South

America, where internet usage is expensive, hence demotivating streaming. In addition, income levels

could influence captured features a lot. For example, with increasing income levels (usually happens

when a country’s GDP changes), young adults may use more wearables for fitness tracking, leading to

the usage of health and fitness apps on mobile phones. Another aspect that could affect the captured

behaviors is the weather conditions. All five countries mentioned in this study go through different

seasons, as all are somewhat far from the equator. Hence, we could expect changes in features in

different seasons. More about this is discussed in the limitations section.

8.5 Machine Learning-based Inference: Experimental Setup, Mod-

els, and Performance Measures

This study aims to perform a multi-class inference of smartphone sensing data to predict what partici-

pants do at a particular time. The input space consists of the features in the tabular dataset previously
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Figure 8.5: Proportion of missing data per sensor type.

mentioned. We study the three approaches to the problem as summarized in Figure 8.1, going from

country-specific to multi-country.

8.5.1 Data Imputation

The first step in preparing the dataset for inference was data imputation. Missing data in the context of

smartphone sensing can occur for multiple reasons [468, 30, 323]: the device being on low-consumption

mode, the failure of a sensor, or insufficient permissions from the participants. In the dataset we used,

we noticed that most sensors have some missing values (see Figure 8.5). For example, more than 90%

of GSM cellular sensor values were unavailable, possibly due to devices being put in airplane mode,

sensor failure, or the phone mostly operating with LTE signals. To deal with missing values, we decided

to drop features from sensors that were missing more than 70% of their data (refer to the dotted line

on Figure 8.5) similar to prior work [454]. For the remaining features, and each country individually,

we used k-Nearest Neighbour (kNN) imputation [590] to infer missing information from neighboring

samples 2.

8.5.2 Models and Performance Measures

To conduct all experiments, we used the scikit-learn [391] and Keras [91] frameworks, with Python.

We first trained the following two baseline models: one that always predicts the most frequent label

and another that randomly predicts targets by considering the class distribution. This will allow us

to understand if the trained models perform better than a randomized guess. The experiments were

carried out with the following model types: Random Forest Classifier [70] (RF), AdaBoost with Decision

Tree Classifier [199], and Multi-Layer Perceptron neural networks (MLP) [546] 3. The first two inherently

leverage class imbalance, and RFs also facilitate the interpretability of results. Each experiment was

carried out ten times to account for the effect of randomness. For each experimental setup, we reported

the mean and standard deviation across the ten runs for the following metrics: F1 score [465], and

the area under the Receiver Operating Characteristic curve (AUC) [464]. Even though we calculated

2We also tried mean imputation, user-based mean imputation, most frequent value imputation, last observation carried
forward (LOCF) imputation, in addition to kNN. However, we obtained the best results for inferences with kNN. In addition,
using kNN is common in studies that used passive sensing [587, 425, 596, 570]. Hence, we only reported results obtained with
kNN.

3We initially tried out other model types such as Gradient Boosting and XGBoost in addition to the reported models. Results
for these models were not reported, considering their performance. All these model types are commonly used in small mobile
sensing datasets that are in tabular format [334, 55, 330]
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the accuracies of models, and while the accuracy is easy to interpret, it might not present a realistic

picture in an imbalanced data setting. Hence, we did not include it in the results. The weighted macro

F1 score computes metrics for each class and averages them following their support, resulting in a

metric that considers label imbalance. Moreover, it takes a significant hit if one of the classes has a lot

of false positives. A low F1 score could imply that the classifier has difficulty with rare target classes.

The AUC score measures how well the model can distinguish each activity. It can be understood as an

average of F1 scores at different thresholds. We also used a weighted macro version to account for label

imbalance.

Next, we examine results for country-specific, country-agnostic, and multi-country approaches [247].

Finally, for all three approaches, we examine population-level, and hybrid models that correspond to

no and partial personalization, respectively, similar to [324, 323, 285] (training and testing splits were

always done with 70:30 ratio):

• Population-Level model, also known as leave-k-participants-out in country-specific and multi-

country approaches, and leave-k-countries-out in country-agnostic approach: the set of participants

present in the training set (≈70%) and the testing set (≈30%) are disjoint. The splitting was done in a

stratified manner, meaning each split was made by preserving the percentage of samples for each class.

This represents the case where the model was trained on a subset of the population, and a new set of

participants joined a system that runs the model and started using it.

– In the country-specific approach, this means that data from disjoint participants are in training

and testing splits, and everyone is from the same country. E.g., trained with a set of participants

in Italy and tested with another set of participants in Italy who were not in the training set.

– In the country-agnostic approach, this means the training set is from one (Phase I) or four (Phase

II) countries, and the testing set is from a country not seen in training. E.g., For Phase I — trained

with a set of participants in Italy and tested with a set of participants in Mongolia; Phase II —

trained with a set of participants in Italy, Denmark, UK, and Mongolia, and tested with a set of

participants in Paraguay.

– In the multi-country approach, this means a disjoint set of participants in training and testing

without considering country information. This is the typical way of training models even when

data are collected from multiple countries [468]. E.g., trained with a set of participants from all

five countries and tested with a set of participants in all five countries who were not in the training

set.

• Hybrid model, also known as the leave-k-samples-out: the sets of participants in the training and

testing splits are not disjoint. Part of the data of some participants present in the testing set (≈70%) was

used in training the models. Testing is done with the rest of the data from the participants (≈30%). This

represents the case where the model was trained on the population, and the same participants whose

data were used in training continue to use the model. Hence, models are partially personalized.

– In the country-specific setting, this means that some data from participants within a country in

the testing set can also be in the training set. This represents a scenario where personalization

is examined within the country. E.g., trained with a set of participants in Italy and tested with

another set of participants in Italy, whose data (70%) were also used in the training set. The rest of

the data (30%) were used in the testing set.

– In the country-agnostic setting, this means the training set is from one/more countries, and the

testing set is from another country, where a percentage of their past data (70%) was also included
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Table 8.3: Mean (S̄) and Standard Deviation (Sσ) of inference F1-scores, and AUC scores computed
from ten iterations using three different models (and two baselines) for each country separately. Results
are presented as S̄(Sσ), where S is any of the two metrics.

Baseline I Baseline II Random Forest AdaBoost MLP
Population-Level

F1 AUC F1 AUC F1 AUC F1 AUC F1 AUC
Italy 0.17 (0.000) 0.50 (0.000) 0.19 (0.001) 0.50 (0.001) 0.41 (0.001) 0.71 (0.001) 0.39 (0.000) 0.71 (0.000) 0.38 (0.002) 0.68 (0.002)
Mongolia 0.26 (0.000) 0.50 (0.000) 0.23 (0.001) 0.50 (0.001) 0.33 (0.002) 0.62 (0.001) 0.33 (0.000) 0.63 (0.000) 0.34 (0.003) 0.61 (0.004)
UK 0.17 (0.000) 0.50 (0.000) 0.18 (0.002) 0.50 (0.001) 0.32 (0.004) 0.63 (0.003) 0.31 (0.000) 0.59 (0.000) 0.22 (0.006) 0.56 (0.003)
Denmark 0.25 (0.000) 0.50 (0.000) 0.24 (0.006) 0.49 (0.003) 0.32 (0.008) 0.61 (0.006) 0.34 (0.000) 0.57 (0.000) 0.25 (0.008) 0.57 (0.006)
Paraguay 0.19 (0.000) 0.50 (0.000) 0.19 (0.006) 0.49 (0.002) 0.30 (0.004) 0.59 (0.003) 0.28 (0.000) 0.56 (0.000) 0.31 (0.009) 0.58 (0.004)

Hybrid
F1 AUC F1 AUC F1 AUC F1 AUC F1 AUC

Italy 0.17 (0.000) 0.50 (0.000) 0.19 (0.001) 0.50 (0.001) 0.63 (0.001) 0.87 (0.001) 0.40 (0.000) 0.73 (0.000) 0.51 (0.002) 0.81 (0.000)
Mongolia 0.26 (0.000) 0.50 (0.000) 0.23 (0.002) 0.50 (0.001) 0.51 (0.001) 0.79 (0.001) 0.34 (0.000) 0.66 (0.000) 0.45 (0.002) 0.75 (0.002)
UK 0.17 (0.000) 0.50 (0.000) 0.19 (0.003) 0.50 (0.001) 0.66 (0.001) 0.88 (0.006) 0.34 (0.000) 0.68 (0.000) 0.58 (0.003) 0.83 (0.002)
Denmark 0.25 (0.000) 0.50 (0.000) 0.24 (0.003) 0.50 (0.002) 0.69 (0.002) 0.89 (0.001) 0.41 (0.000) 0.66 (0.000) 0.67 (0.002) 0.87 (0.002)
Paraguay 0.18 (0.000) 0.50 (0.000) 0.19 (0.002) 0.49 (0.003) 0.61 (0.003) 0.84 (0.001) 0.30 (0.000) 0.61 (0.000) 0.58 (0.002) 0.79 (0.001)

in the training. This represents a scenario where personalization is examined when deployed to

a new country. E.g., Phase I — trained with a set of participants in Italy and tested with a set of

participants in Mongolia, whose data (70%) were also used in the training set. Rest of the data

(30%) were used in the testing set; Phase II — trained with a set of participants in Italy, Denmark,

UK, Mongolia, and tested with a set of participants in Paraguay, whose data (70%) were also used

in the training set. The rest of the data (30%) were used in the testing set.

– In the multi-country setting, this means that training and testing participants are not disjoint, and

country information is not considered. This is the typical way of partially personalizing models

even when data are collected from multiple countries. E.g., trained with a set of participants from

all five countries and tested with a set of participants in all five countries, whose data (70%) were

also used in the training set. The rest of the data (30%) were used in the testing set.

8.6 Inference Results

In this section, we present the results of the experiments. First, we discuss results from the country-

specific and multi-country approaches, shedding light on RQ2. Then, the country-agnostic approach

is discussed by providing answers to RQ3 on model generalization.

8.6.1 Country-Specific and Multi-Country Approaches (RQ2)

Country-Specific Approach. We consider this approach to be the base setting that does leverage

country-level diversity in building separate models—each country has its own model independently

from others. Table 8.3 summarizes the results of experiments following the country-specific approach.

In the population-level setting, the three models perform more or less similarly, but the RFs are generally

better based on F1 and AUC scores. In the case of the hybrid models, RFs performed the best across the

five countries, with AUC scores in the range of 0.79-0.89, where the lowest was for Mongolia, and the

highest was for Denmark. Compared to population-level models, we can notice a substantial bump

in performance in the hybrid models, showing the effect of personalization within countries. These

results suggest that random forest models applied to a partially personalized setting can recognize

complex daily activities from passive sensing data with a good performance. Given this conclusion,

even though we got results for all model types for subsequent sections, we will present results only

using random forest models.
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Figure 8.6: Mean AUC score comparison for country-specific and multi-country approaches with
population-level and hybrid models. MC: Multi-Country; w/o DS: without downsampling; w/ DS: with
downsampling.

Multi-Country Approach. This approach aims at building a generic multi-country or one-size-fits-all

model with the expectation that it would capture the diversity of all countries. All five countries are

present in both the training and the testing set. We, therefore, consider all participants of the dataset,

regardless of their country, similar to an experiment where country-level diversity is ignored. Hence,

we can examine population-level and hybrid models for a multi-country approach in this context.

Further, models were evaluated with a dataset with an imbalanced representation from five countries

(multi-country w/o downsampling — MC w/o DS) and a balanced representation from five countries

by randomly downsampling from countries with more data to make it equal to the country with the

least number of self-reports (i.e., Paraguay) (multi-country w/ downsampling — MC w/ DS). The results

are shown in Figure 8.6 in comparison to country-specific results. MC w/o DS had an AUC of 0.71 while

MC w/ DS had an AUC of 0.68, indicating that training on the original data distribution performed

better. The reason could in fact be that, more data led to better performance. The expectation of

training with downsampled data was to give equal emphasis to each country, expecting that the model

would perform well to all countries. However, the result indicates that it is not the case.

These results shed light on our RQ2: learning a multi-country model for complex activity recognition

solely using passive smartphone sensing data is difficult (AUC: 0.709 with hybrid models). It does not

yield better performance than the country-specific approach (AUCs of the range 0.791-0.894). This

may stem from the data’s imbalance between countries and classes or the context in which the dataset

was collected. Another primary reason for this could be behavioral differences in data highlighted

in Table 8.2, making it difficult for a model to learn the representation when the diversity of data

is unknown. Distributional shifts 4 across datasets from different countries could be the reason for

this. When sensor feature and ground truth distributions (we discussed ground truth distributions in

Section 8.4) are different across countries, it could lead to an averaging effect, which would lead to

worse-performing models than models for each country. Moreover, it is worth noting that there are not

a lot of studies that trained country-specific and multi-country models for performance comparison

[402]. In one of the only other studies that we found [247], personality trait inference performance

using smartphone sensor data was better when using country-specific models, similar to what we

found for complex daily activity inference. Finally, from a human-centered perspective, recruiting

participants to collect smartphone sensing data to build machine learning models means that—rather

than targeting large samples from a single country, recruiting a reasonable number of participants

from diverse countries could help deploy better-performing models to multiple countries.

4https://huyenchip.com/2022/02/07/data-distribution-shifts-and-monitoring.html#data-shifts
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Figure 8.7: Mean AUC scores obtained in the country-agnostic approach with population-level models.

Figure 8.8: Mean AUC scores obtained in the country-agnostic approach with hybrid models.

8.6.2 Generalization Issues with Country-Agnostic and Country-Specific Models
(RQ3)

We examined this research question with two phases. During the first phase, to evaluate the extent to

which country-specific models generalize to new countries, we tested models trained with a single

country’s data in the other four countries separately. In the second phase, to evaluate the extent to

which a model trained with four countries generalized to the remaining country, we trained with

different combinations of countries and tested on the remaining country.

• Phase I: Figure 8.7 summarizes results for population-level models and Figure 8.8 summarizes

results for hybrid models. To allow easy comparison, in both figures, the result mentioned as the

performance of a country, when tested on the same country is the result from Table 8.3. For instance,

at the population-level, Italy had an AUC of 0.71 according to Table 8.3, and this is marked in Figure 8.7

where both the Training and Testing country is Italy. Population-level results suggest that the country-

agnostic approach tends to perform better in countries geographically close to the country where

the model was originally trained. For example, the Italy model had an AUC of 0.71 for the Italian

populations in a population-level setting and performed better in Denmark (AUC: 0.69) and the UK

(AUC: 0.67) than it did in Mongolia (AUC: 0.62) or Paraguay (AUC: 0.62). Similar results can also be

observed for hybrid models, where the Italian model performed better in Denmark and UK. This

observation suggests that college students from countries within the same geographic region (Europe)

could have behaviors that translate to similar smartphone usage and contexts during periods of doing

similar activities. This is consistent with the observations made in the descriptive analysis above, where

the countries that deviate from the general trends are usually those outside Europe. In summary, even

after using the same experimental protocol when collecting mobile sensing data, we could still observe

a distribution shift of data by the performance of models across geographically distant countries.

• Phase II: The second phase looked into extending the work done in phase I. Instead of testing a

country-specific model in a new country, we were interested in testing a model already exposed to
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diverse data (e.g., from four countries) in a new country. We present results for random forest models

(because they performed the best across experiments) where the training set consisted of data from four

countries, and the testing set had data from the fifth. As suggested in prior studies [247], each country

contributed equally to the training set in terms of data volume, which means we had to downsample the

data from each country to a common count (which was equal to the minimum number of data points

available from one country). Table 8.4 presents the results for experiments of the second phase. Similar

to previous cases, we observed an increase in performance from population-level to hybrid models.

More generally, and by looking at the F1 and AUC scores, the performance of the hybrid models in the

country-agnostic approach is lower than that of the same model in the country-specific approach. This

is somewhat expected since including data from other distributions (i.e., other countries) in the training

set increases the data’s variance and makes it more difficult to represent all distributions accurately.

This drop in performance could also be due to the downsampling. For instance, in a model where

we train with four countries, including Italy and Paraguay, Italy represents the largest portion of the

dataset compared to Paraguay, which is the smallest. When reducing the number of samples in each

country to that of Paraguay, a lot of information is lost in the other countries: the larger the original

dataset is, the larger the loss gets. This could explain the low performance of country-agnostic models

in Italy and Mongolia, especially in the hybrid setting.

In addition, when comparing different modeling approaches, the results with Multi-Country w/o

Downsampling are similar to those found in Phase II (hybrid) of the country-agnostic approach, which

was expected since the training sets are similar. However, the bump in performance when going

from population-level to hybrid is less noticeable here compared to previous cases. Furthermore,

MC w/ DS performs worse than the previous approach, with an AUC of 0.68 compared to 0.71. This

could be because we lose much data from many countries due to downsampling, reducing models’

representational ability. To summarize, a hybrid model in a country-agnostic approach can not predict

complex activities better than its country-specific counterpart. Furthermore, while more data often

means better performances, this does not apply when the data follow different distributions, one per

country in this case. This suggests that each country has specific characteristics that make learning

one representation difficult.

These results shed light on our RQ3: complex activity recognition models trained in specific countries

often generalize reasonably to other countries (especially with hybrid models). However, the perfor-

mance is not comparable to the country-specific approach, suggesting that there is still a distributional

shift between countries. In fact, in Section 8.4, we discussed how the labels used in the inference (i.e.,

shown in Figure 8.4–complex daily activities such as resting, studying, reading, etc.) had different

distributions across the five countries. Further, the extent of the generalization often depended on

whether countries are geographically closer (i.e., within Europe) or not. This result is in line with

findings from previous studies [402, 247] that highlighted the effect of geographic dimensions (i.e.,

country of data collection) on mobile sensing model performance. For example, [247] found that

country-specific models that used mobile sensing data as input, could perform well for the inference of

three personality traits–Extraversion, Agreeableness, and Conscientiousness. Furthermore, we would

also like to highlight that the issue regarding distributional shifts and generalization is an open problem

in multimodal mobile sensing, as highlighted by two recent studies that examined similar datasets

collected from the same country in different time periods [569, 7]. This is possibly due to behavioral

changes over time leading to different distributions in sensor data and ground truth. Our results go

beyond this and show that even if data is collected within the same time period and with the same

protocol, distributional shifts could still occur due to country differences.
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Table 8.4: Mean (S̄) and Standard Deviation (Sσ) of F1-scores and AUC scores were obtained by testing
each Country-Agnostic model (trained in four countries) on data from a new country. Results are
presented as S̄(Sσ), where S is any of the two metrics.

Population-Level Hybrid
Test Country F1 AUC F1 AUC
Italy 0.33 (0.005) 0.65 (0.006) 0.37 (0.004) 0.71 (0.002)
Mongolia 0.30 (0.011) 0.60 (0.004) 0.37 (0.006) 0.67 (0.003)
UK 0.29 (0.004) 0.63 (0.005) 0.47 (0.004) 0.78 (0.002)
Denmark 0.38 (0.006) 0.65 (0.006) 0.63 (0.008) 0.86 (0.004)
Paraguay 0.28 (0.005) 0.59 (0.006) 0.55 (0.006) 0.80 (0.008)

8.7 Discussion

8.7.1 Summary of Results

In this chapter, we examined a multi-country dataset with which we attempted to develop classification

models to infer complex daily activities from passive sensing data. Our primary goal was to seek

whether reasonably performing complex daily recognition models could be trained using multimodal

sensor data from smartphones. Then, our goal was to identify differences among countries visible

through smartphone usage and to leverage these differences to decide whether it makes sense to build

country-specific or generic multi-country models and whether models generalize well. We believe

these findings are of high importance to the community when designing and deploying sensing and

machine learning-based apps and systems, in geographically diverse settings. The main findings for

the three research questions can be summarized as follows:

• RQ1: Different features in each country can characterize an activity. Its distribution throughout the

day also varies between countries and seems to be affected by local habits, customs, and technology

use. This finding points towards a set of biases that could get transmitted to data if proper care is not

taken during the study design and data collection phase of user studies involving smartphones and

human participants. In Section 8.7.2, we discuss this in more detail under a set of biases: construct bias

[201], sample bias [325], device-type bias [59], and bias from user practices [532].

• RQ2: It is feasible to train reasonably performant classification models with the country-specific

approach to predict 12 complex daily activities using passive smartphone sensing data. Furthermore,

personalization within countries increases performance (AUCs in the range 0.79-0.89). Hence, the

country-specific approach outperforms the multi-country approach, which only yields an AUC of 0.71

with hybrid models. However, building multi-country models solely from sensing features is a non-

trivial task that might require more effort in the aspects of data balance and feature selection. In the

light of prior work that attempted activity recognition, our results show that highly sedentary emerging

lifestyles of the post-pandemic world can be captured with country-specific partially personalized

machine learning models. In addition, we also show that multimodal smartphone sensors could be

used to recognize complex daily activities that go beyond binary inferences to a 12-class inference

that captures the everyday life of people. Extending this line of thought, we discuss why in-the-wild

studies are important to capture complex emerging lifestyles, in Section 8.7.2. We also discuss how

these complex daily activities could be crucial in designing novel context-aware mobile applications,

in Section 8.7.2.
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• RQ3: Under the country-agnostic approach, we found that models generalize reasonably to new

countries. However, unsurprisingly, the performance is not as high as when the model was tested in

the same country where it was trained. Interestingly, even with language and certain behavior-related

differences, models trained in European countries performed better in other European countries than

in Paraguay or Mongolia. This problem that we identified in the context of complex daily activity

recognition in multiple countries, broadly falls under the bracket of distributional shifts, a topic under

explored in mobile sensing literature. We elaborate more on this under Section 8.7.2.

8.7.2 Implications

Stemming from the answers we found to research questions, this work has implications that are aligned

to both theoretical and practical aspects.

Accounting for Country Biases in Study Design (RQ1)

Studies using sensing data drawn from geographically diverse samples (i.e., different countries) should

account for and understand the sources of biases that can occur at different stages of the study. Our

study, and also previous studies on human behavior, sociology, and psychology, allow an understanding

of these aspects in detail. For example, the following taxonomy can be used to characterize such biases

[402]. The (i) construct bias occurs when the target is expressed differently across countries, depending

on countries’ norms or environmental factors [201]. For example, the activity “walking” in one country

where physical exercise and fitness are not taken seriously could be labeled as “walking”, whereas in a

country where it’s more of an activity done for fitness by many people, it could be labeled as a “sport”

as well. Hence, some behaviors can be specific to a particular environment or group of people. The (ii)

sample bias concerns the comparability of diverse samples that can be impacted by the recruitment

process in each country [325]. For example, if the samples across the country vary in age, profession, or

in gender balance, sensing data would likely not have similar distributions across countries. The (iii)

device-type bias is due to the differences in the devices used by participants in different countries, and

environmental factors affecting sensor measurements [59]. Devices worldwide are not equipped with

the same software and hardware, and similar sensors can differ in accuracy and precision (e.g., Apple

devices are more prominent in developed countries, whereas other android phones are common in

others). Finally, the (iv) bias from user practices arises when participants from different countries use

their mobile phones differently [532]. For example, some people are used to carrying their phones in a

pocket and others in their bags, which could distort measurements. Others might occasionally disable

some sensors or stop the sensing altogether to save battery or mobile data (i.e., especially in countries

where unlimited mobile data plans are not standard). There could be differences in the reason and

motivations why people use certain apps in different countries [286]. Phan et al. [402] proposed

mitigation strategies to reduce biases and encourage fair approaches to diversity-aware research.

During the study planning, they suggest learning about potential cross-country differences, gaining

knowledge about relevant countries and environmental factors with the help of local informants, and

ensuring that targets exist in every country and are comparable across countries. During the study

implementation, they suggest making the recruitment as inclusive as possible such that each sampled

country is representative of a given target and inciting participants to keep a consistent behavior.
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Activities Captured in In-the-Wild Studies (RQ2)

In terms of theoretical implications, it is worth highlighting that the set of activities that we considered

are complex behaviors that can not be typically captured during in-lab studies. Fine-grained sensing-

based activity recognition studies help increase performance on simple activities (e.g., walking, running,

sitting, climbing stairs, etc. — that have a repetitive nature in sensor data) that can be captured in in-lab

settings. However, we believe the only way to build sensing-based machine learning models to capture

complex daily behaviors is to conduct in-the-wild studies. For example, an activity like studying,

attending classes, working, reading, or shopping is hard to replicate in an in-lab setting, similar to

how it occurs in real life. Further, while simple activities might not have led to differences in model

performances across countries, complex daily activities tightly bound with cultural, country-level, or

geographic norms lead to differences in behaviors, leading to differences in the sensed data. In this

context, prior work in the domain has not focused on this aspect enough, in our view. Even more so,

we believe that studies must capture data from diverse communities to build models that work for all

intended users. While this is a challenging task, it is much needed for the field of research to mature for

more real-life use cases.

Novel Applications of Context-Aware Mobile Apps (RQ2)

In terms of practical implications, our findings point towards adding context awareness to mobile

applications beyond current norms. Current mobile applications provide context-aware services,

interventions, and notifications based on location and simple activity sensing [331, 325]. However, a

range of potential applications that go beyond the current offering could become feasible with complex

daily activity recognition. For example, previously, a smartphone would only know that a user was

sitting in a particular place. With complex activity recognition, it would know that a user is studying,

eating, watching something, attending a lecture, or reading, which all entail sitting – however, a user

needs contrasting context-awareness-based experiences from the phone in these different settings.

For example, if the student is reading, studying, or attending a lecture, automatically putting the

phone in the silent or do-not-disturb mode might make sense if users prefer it, even though, in many

cases, people forget to. In addition, recognizing that the user is eating could prompt interventions

or feedback regarding eating behavior, health, and well-being. Further, after knowing that a user

is walking, identifying that the user is shopping would allow intelligent advertising strategies to be

employed to provide users with suggestions when they are in the right mood for buying. In addition to

recognizing an activity, our model, in a way, recognizes users’ intent (i.e., they are in a mentality where

they do not want to get disturbed, in a mentality where they are looking to buy items, etc.). Therefore,

the model could add benefits on top of location-based services – for instance, a person could be in a

shopping area when passing by the area by chance or with the intent of shopping. Hence, knowing

that they are shopping instead of being near a shopping could add a layer of intelligence to mobile

apps. Hence, similarly, complex daily activity recognition could offer diverse use cases to build mobile

applications around in the future.

Domain Adaptation for Multimodal Mobile Sensing (RQ3)

Another theoretical implication can be described in a machine learning sense. In this study, we elabo-

rated on the challenge of generalization and the occurrence of distributional shifts in a smartphone

sensor dataset collected through the same protocol in different countries. We described how this

shift affects model performance, specifically for complex daily activity recognition with multimodal
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sensors. Although biases, distributional shifts, and model generalization have been widely studied in

other domains such as natural language processing [144], speech [496], and computer vision [301],

smartphone sensing studies have yet to receive sufficient attention [180]. We demonstrated that model

personalization (hybrid setting) could reduce distributional shifts to a certain extent. In a way, accord-

ing to transfer learning-related terms, this approach is similar to fine-tuning an already trained model

for a specific user to achieve model personalization [88]. Such strategies for personalization have been

used in prior work [330]. However, recent research in domain adaptation has shown limited progress in

addressing challenges in the field of mobile sensing, particularly with regard to time series data [562].

The diversity of wearable device positioning poses a persistent issue in human activity recognition,

which affects the performance of recognition models [85, 315]. Wilson et al. [562] conducted a study

of domain adaptation in datasets captured from individuals of different age groups, yet the findings

are limited to simpler time series accelerometer data. Other studies mention that the current lack

of solutions for domain adaptation and generalization in multi-modal sensing data originating from

smartphones and wearables presents an opportunity for exploration [7, 569]. In light of the results

from our study, we add to the literature by confirming the idea that domain adaptation techniques

should be explored, more specifically, for multimodal smartphone sensor data collected from diverse

countries. In addition, even on a fundamental level, approaches that allow quantifying cross-dataset

distributional differences for multimodal sensing features and target labels (e.g., activity, mood, social

context, etc.) separately, are lacking in the domain. Research on such aspects could allow us to better

understand distributional shifts in sensor data, to better counter it with domain adaptation techniques

in multimodal settings.

8.7.3 Limitations

While the dataset covers five different countries, it only spans three continents. Therefore, students’

behavior in other continents, such as North America or Oceania, could differ from what we have

already encountered. In addition, even though we found geographically closer countries performing

well in Europe, such findings need to be confirmed for other regions where geographically closer

countries could have contrasting behaviors and norms (e.g., India and China). Furthermore, the

weather conditions in different countries during the time period of data collection could be slightly

different. All five countries mentioned in this study go through different seasons, as all are somewhat

far from the equator. Hence, we could expect changes in features in different seasons. However, in

practical terms, collecting data in similar weather conditions is not feasible when mobile sensing apps

need to be deployed to collect datasets of the Tera Byte scale from participants. That is why such

multicultural in-the-wild studies spanning more extended time periods have rarely been conducted

in the past. So, as one of the first studies in the domain to discuss issues of generalization in mobile

sensing for activity recognition-related tasks, we believe this chapter provides a reasonable starting

point for future studies to expand upon.

When aggregating sensor data around self-reports, the data corresponding to the moment the partici-

pant was filling out the self-report is considered a part of the activity he/she was doing at the time. This

noise could alter the recognition task if the window’s size is small enough. However, even though this

could affect results if we intended to increase model performance in a fine-grained sensing task, we do

not believe this noise affects the results significantly regarding our findings on diversity awareness. In

addition, it is worth noting that the way we model our approach with a tabular dataset is similar to prior

ubicomp/mobile sensing studies done in the wild [325] because we do not have continuous ground

truth labels. Hence, it restrains us from modeling the task as a time-series problem, which is how a
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majority of activity recognition studies [492] with continuous accurate ground truth measurements

follow. So, the results should be interpreted with the study’s exploratory nature in mind.

Further, it is worth noting that we could expect some of the highly informative features used in models

to change over time, with changes to technology use and habits of people, in different countries [569,

7]. For example, a reason for the lack of use of streaming services in certain countries (discussed in

Section 8.4) is the lack of laws surrounding the usage of illegally downloaded content (e.g., Germany

has strict laws about not using illegal downloads [443]). Changes in the laws of countries could change

the behavior of young adults. Further, internet prices could also affect the use of streaming services.

While bandwidth-based and cheap internet is common in developed countries, it is not the same

in developing nations in Asia, Africa, and South America, where internet usage is expensive, hence

demotivating streaming. In addition, income levels could influence captured features a lot. For example,

with increasing income levels (usually happens when a country’s GDP changes), young adults may use

more wearables for fitness tracking, leading to the usage of health and fitness apps on mobile phones.

The amount of data for each country is highly imbalanced. For a fair representation of each country,

having the same number of participants and self-reports per country would ensure that a classifier

learns to distinguish classes from each country equally. However, Italy and Mongolia are dominant

in the current state of the dataset. If not done carefully, down-sampling would result in a loss of

expressiveness and variance, making it difficult to discern different classes in a multi-country approach.

Another imbalance is found among class labels, where activities such as sleeping or studying are more

frequent than others. However, this does make sense since we do not expect all activities to appear at

the same frequency in a participant’s day or week. Further, we reported F1 and AUC scores that are

preferred in such imbalanced settings.

Finally, the dataset was collected in November 2020, during the Covid-19 pandemic, when most

students stayed home due to work/study-from-home restrictions. This explains why most of the

relevant features found in the statistical analysis are screen events and app events. While some relevant

features are relative to proximity and WiFi sensors, there are very few regarding activity and location

unless the activity corresponds to physical activities. This is probably an effect of a context where

movements were highly discouraged. From another perspective, the behavior of college students from

all countries during this time period reflects remote work or study arrangements. We could expect these

practices to continue for years as more universities and companies adopt remote work/study culture.

Hence, while many prior studies in ubicomp used phone usage features and sensing features for

activity/behavior/psychological trait inference tasks, our findings indicate that phone usage features

could be even more critical in the future with remote study/work settings due to sedentary behavior,

that would limit the informativeness of sensors such as location and inertial sensors.

8.7.4 Future Work

The study’s population for the dataset collection consisted of students. Therefore, it might be worth

exploring how people from different age groups use their smartphones and how their daily behavior is

expressed through that usage. In addition to visible diversity, it is known that deep diversity attributes

(innate to humans and not visible) such as personality (captured with Big Five Inventory [138]), values

(captured with basic values survey [187] and human values survey [461, 462]), and intelligence (captured

with multiple intelligence scale [512]) could also affect smartphone sensor data and activities performed

by people [458, 247]. Hence, investigating how such diversity attributes could affect smartphone-based

inference models on complex activities, and other target variables, is worth investigating. Further,
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future work could investigate how the classification performance is affected when excluding the sensing

data corresponding to the time taken to fill the self-report about activities by participants. Finally,

domain adaptation for multi-modal smartphone sensor data across time and countries remains an

important problem worth investigating in future work.

8.8 Conclusion

In this chapter, we examined the daily behavior of 637 students in Italy, Mongolia, the United Kingdom,

Denmark, and Paraguay using over 216K self-reports and passive sensing data collected from their

smartphones. The main goal of this chapter was to, first examine whether multimodal smartphone

sensor data could be used to infer complex daily activities, which in turn would be useful for context-

aware applications. Then, to examine whether models generalize well to different countries. We have

a few primary findings: (i) While each country has its day distribution of activities, we can observe

similarities between the geographically closer countries in Europe. Moreover, features such as the time

of the day or the week, screen events, and app usage events are indicative of most daily activities; (ii) 12

complex daily activities can be recognized in a country-specific and personalized setting, using passive

sensing features with reasonable performance. However, extending this to a multi-country model does

not perform well, compared to the country-specific setting; and (iii) Models do not generalize well to

other countries (at least compared to within-country performance), and especially to geographically

distant ones. More studies are needed along these lines regarding complex daily activity recognition

and also other target variables (e.g., mood, stress, fatigue, eating behavior, drinking behavior, social

context inference, etc.), to confirm the findings. Hence, we believe research around geographic diversity

awareness is fundamental for advancing mobile sensing and human behavior understanding for more

real-world utility across diverse countries. From a study design sense, we advocate the idea of collecting

data from diverse regions and populations to build better-represented machine learning models. From

a machine learning sense, we advocate the idea of developing domain adaptation techniques to better

handle multimodal mobile sensing data collected from diverse countries.
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9 Unsupervised Domain Adaptation
for Multimodal Mobile Sensing with
Multi-Branch Adversarial Training

Over the years, multimodal mobile sensing has been used extensively for inferences regarding health

and well-being, behavior, and context. However, a significant challenge hindering the widespread

deployment of such models in real-world scenarios is the issue of distribution shift. This is the phe-

nomenon where the distribution of data in the training set differs from the distribution of data in

the real world—the deployment environment. Even though explored extensively in computer vi-

sion and natural language processing, and while prior research in mobile sensing briefly addresses

this concern, current work primarily focuses on models dealing with a single modality of data, such

as audio or accelerometer readings. Consequently, there exists a lack of research on unsupervised

domain adaptation when dealing with multimodal sensor data. To address this gap, we propose a

novel technique M3BAT, unsupervised domain adaptation for multimodal mobile sensing with multi-

branch adversarial training, to account for the multimodality of sensor data during domain adaptation.

Through extensive experiments conducted on two multimodal mobile sensing datasets, three inference

tasks, and 14 source-target domain pairs, including both regression and classification, we demonstrate

that our approach performs effectively on unseen domains. Compared to directly deploying a model

trained in the source domain to the target domain, the model shows performance increases up to 12%

AUC (area under the receiver operating characteristics curves) on classification tasks, and up to 0.13

MAE (mean absolute error) on regression tasks. The material of this chapter is under review.

9.1 Introduction

In recent years, the prevalence of mobile and wearable devices equipped with multimodal sensors has

increased significantly, offering a wide range of applications in health, well-being, context awareness,

and user experience [268, 325]. These sensors can capture diverse data, including accelerometers,

gyroscopes, photoplethysmography (PPG) readings, and location, as well as device usage data like

application usage and typing and touch events. This wealth of data presents exciting opportunities for

understanding human behavior [24], physiological responses [168], and contextual information [583]

in an unobtrusive manner. Some examples include activity recognition [33, 24, 99], stress detection

[318, 202, 340], mood inference [285, 468, 324], eating and drinking behavior understanding [327,

55, 454, 330], and social context recognition [237, 328]. However, despite the growing interest in

utilizing multimodal sensor data, several challenges must be addressed to harness their potential

fully, in deployment settings. One such under-explored challenges is the generalization of models

across different users, populations, and environments [569, 324, 7]. As each individual exhibits unique
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behavioral patterns and physiological responses, building models that are robust and adaptable across

diverse populations poses a challenge [358]. Additionally, variations in the context of data collection

can significantly impact sensor readings and behavior patterns (e.g., training a model in Italy and

expecting it to work for people in India) [24, 324]. Achieving generalization is challenging due to

distribution shifts in the data.

The data collected from various sensors in different environments may not align perfectly, resulting

in a distribution shift between the source dataset (data that the model is trained on) and the target

dataset (data that the model would encounter in deployment) [85, 526]. These distribution shifts can

have a negative impact on model performance when applied in new and unseen contexts. Addressing

distribution shifts require the utilization of transfer learning techniques, including robust domain

adaptation approaches [162]. Despite numerous studies exploring the applications of multimodal

sensors in mobile and wearable devices, discussions around the challenges of generalization and

distributional shifts have been relatively limited [569, 324]. This is in contrast to other domains,

such as computer vision, natural language processing, and speech processing, where significant

progress has been made in understanding and mitigating domain shifts [595]. However, prior studies

have emphasized that blindly adapting techniques from other domains to mobile sensing datasets

is not trivial and needs deeper investigation because of the differences in the way data are collected,

processed, and made sense of [85, 566, 569]. Therefore, more investigations are needed in multimodal

sensing settings to overcome challenges regarding distribution shifts.

In mobile sensing settings, training models often rely on large-scale datasets collected from multiple

users. In deployment, models need to personalize for better performance, and having ground truth

labels from users is a primary way to do this. However, obtaining labeled ground truth from users

poses challenges due to the sparse nature of data collection and difficulties in acquiring accurate

and reliable self-reports [568]. Consequently, the lack of labeled data impedes the personalization of

models for individual users, making it difficult to cater to their unique characteristics and preferences.

Therefore, the crucial step of adapting models to target populations (i.e., genders, age groups, countries,

sub-populations, etc.) becomes essential even before personalization [324, 24]. By adapting the models

to the target population, we can ensure their effectiveness in diverse contexts, providing a strong

foundation for subsequent personalization efforts. Unsupervised domain adaptation (UDA) [161]

techniques play a vital role in bridging the gap between different domains, rendering the models more

versatile and adaptable to various users and environments. Considering the challenge of obtaining

ground truth from users, UDA emerges as a solution to enhance the performance and generalizability

of models in the realm of mobile and wearable sensing as well. However, even though UDA has been

explored in very few prior studies in mobile sensing [85, 315, 324], how such techniques perform when

multimodal data with varying degrees of distribution shift are present, has rarely been explored.

Considering these aspects, in this chapter, we first conducted a statistical analysis of datasets to

understand the dynamics of distribution shifts across source-target domain pairs and different sensing

modalities. Then, we evaluate unsupervised domain adaptation with domain adversarial training

(DANN [162, 85]) on two different multimodal mobile and wearable sensing datasets across both

regression and classification tasks. Then, we propose a novel model architecture for Multimodal

Mobile Sensing data called Multi-Branch domain Adversarial Training (M3BAT), showing improved

performance over baselines across a majority of inference tasks. In doing this, we answer the following

research questions:

RQ1: What dynamics regarding distribution shift can be observed by conducting a statistical analysis

on multimodal sensing datasets?

154



9.1 Introduction

RQ2: Does DANN on multimodal sensing datasets lead to improved UDA performance? How does it

compare to transfer learning-based fine-tuning when labels are available in the target domain?

RQ3: Does having multiple branches for different feature sets (based on modality or distribution

shift-based feature groups) lead to improved UDA performance?

By addressing the above research questions, this chapter provides the following contributions:

Contribution 1: We conducted an analysis of two multimodal sensing datasets, namely MUL and

WEEE. These datasets provide valuable insights into distribution shifts across various dimensions—

MUL explores distribution shifts across different countries with modalities such as wifi, steps, proximity,

location, screen events, app usage, activity, etc., while WEEE captures shifts across devices worn on

distinct body positions with accelerometer, photoplethysmography (PPG), and gyroscope data. Our

approach involved calculating Cohen’s-d values for individual features and then aggregating them

to discern patterns at the modality and feature set level. This analysis allowed us to pinpoint the

modalities that exhibited high distribution shifts across various source and target domain pairs. For

instance, activity and screen event data demonstrated minimal difference between Italy and India,

while wifi and step count features displayed substantial dissimilarity, attributable to low and high shifts,

respectively. These trends contrasted across source-target pairs, underscoring the importance of a

multimodality-aware architecture that accounts for individual modality and feature set level shifts

during the domain adaptation process.

Contribution 2: The datasets employed in our study provide a platform for exploring diverse infer-

ences, encompassing mood, social context, and energy expenditure estimation via classification and

regression tasks. In order to comprehensively assess the impact of multimodality, we transformed the

datasets into tabular formats and conducted domain adaptation using domain adversarial training

with gradient reversal, employing the DANN approach. Notably, our results showed an improvement in

performance, demonstrating an increase of up to 8% in AUC for classification tasks and a reduction of

0.08 in MAE for regression tasks when compared to deploying the model directly on target domains.

Remarkably, in the context of the MUL dataset, unsupervised domain adaptation demonstrated com-

petitive performance with transfer learning-based fine-tuning, highlighting its potential to enhance

performance even when not explicitly tailored to multimodality. However, for the WEEE dataset, while

domain adversarial training led to performance improvement, it fell short of transfer learning. This

disparity could be attributed to the presence of high-quality gold standard labels in both source and

target domains in WEEE (as opposed to both subjective and objective, but silver-standard labels in

MUL), which were effectively harnessed for model fine-tuning when labels were accessible in the

target domain. This unique analysis underscores the significance of label quality and its interplay with

domain adaptation techniques, offering insights into the diverse impacts of datasets and label types on

overall performance.

Contribution 3: We introduce a novel architecture for domain adversarial training, denoted as M3BAT,

which employs a multi-branch neural network structure featuring multiple encoders tailored to han-

dle different feature sets. Each encoder is designed to accommodate specific features, taking into

account factors such as distribution shifts and features stemming from diverse modalities. Through

the concatenation of encoder outputs, our architecture incorporates domain adversarial training tech-

niques, including parameter annealing and staged training. Our analysis suggests that employing three

branches yields more stable training for the datasets and tasks under consideration for MUL. These

branches correspond to high, moderate, and low shift features. For WEEE, we employ 2-3 branches

in different setups. Moreover, when these branches are applied to features exhibiting varying degrees
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of shifts, our models demonstrate marginally enhanced performance in comparison to conducting

unsupervised domain adaptation directly on the entire feature embedding (DANN). On average, we

observe an increase of up to 12% in AUC for classification tasks, along with a reduction of up to 0.13

in MAE for regression tasks, as compared to deploying models from the source to the target domain.

These findings underscore the potential advantages of our methodology in managing multimodal data

and capitalizing on diverse degrees of distribution shift (using a gradient reversal parameter called λm

that treats branches differently), by having different numbers of modalities within branches (using a

parameter called α that determines the number of modalities that fall into high and low shift branches)

ultimately enhancing model performance in the context of domain adaptation.

The study is organized as follows. In Section 9.2, we describe the background and related work. Then

we describe the proposed architecture in Section 9.4. Section 9.3 provides a description of the data

used. In Section 9.5, Section 9.6, and Section 9.7, we define the methods and present results to answer

RQ1, RQ2, and RQ3, respectively. We discuss implications, limitations, and future work in Section 9.8,

and conclude the chapter in Section 9.9.

9.2 Background and Related Work

9.2.1 Distribution Shift and Unsupervised Domain Adaptation

In the context of machine learning, distribution shift refers to the mismatch between the probability

distributions of the data in the source domain (where the model is trained) and the target domain

(where the model is deployed) [526]: pX ,Y (source)(x, y) ̸= pX ,Y (target)(x, y). When this mismatch

occurs as a result of epistemic uncertainty [222], the model’s performance can degrade significantly in

the target domain, as it has not seen data from that domain during training. The epistemic uncertainty

could be due to many sampling biases such as temporal bias, population bias, and social bias [379].

Hence, in other terms, distribution shift can arise due to various factors, such as differences in data

collection settings, user preferences, environmental conditions, and cultural variations.

While there are many nitty-gritty details, three primary types of distribution shift can be identified

[526]: covariate shift, label shift, and concept drift. Understanding these types is crucial for effec-

tively addressing the challenges posed by distribution shifts. Covariate shift, also known as input

shift or feature shift, occurs when the input data’s distribution differs between the source and tar-

get domains, but the conditional distribution of the labels given the input remains the same. In

other words, the relationship between the input features and the labels is consistent across domains,

but the frequency of different feature values may vary. This can be represented as: pX (source)(x) ̸=
pX (target)(x) and pY |X (source)(y | x) = pY |X (target)(y | x). Therefore, differences in data collection

methods, sensor characteristics, or user behavior across different domains can cause covariate shifts.

To illustrate covariate shift, consider a sentiment analysis model trained on movie reviews from the

source domain (e.g., American movies) and deployed in the target domain (e.g., Indian movies). The

language and writing style of the reviews may differ between the two domains, even though the sen-

timent expressed by the reviews is the same. In this case, the covariate shift arises from variations

in language usage while the sentiment remains consistent. Prior probability shift, also known as

label shift, occurs when the label distributions are different between the source and target domains,

while the conditional distributions of features given the labels are the same. It can be represented

as: pY (source)(y) ̸= pY (target)(y) and pX |Y (source)(x | y) = pX |Y (target)(x | y). Label shift can arise

when the labeling process is biased or when the target domain has different class distributions com-
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pared to the source domain. Continuing with the sentiment analysis example, label shift may occur if

the sentiment expression in movie reviews is perceived differently in different cultures. For instance,

positive reviews in the source domain might be labeled as negative in the target domain due to cultural

differences in how sentiments are conveyed. Concept drift a much more complex aspect to mitigate

[526], and not the focus of this chapter.

Unsupervised domain adaptation (UDA) is a transfer learning technique used to mitigate the effects

of distribution shifts between the source and target domains without requiring labeled data from

the target domain [526, 161, 85]. The process was primarily developed to handle the covariate shift.

While domain adversarial training can indirectly influence the alignment of label distributions or prior

probabilities between domains through the shared feature space, it’s not the primary mechanism

for addressing prior probability shifts. Hence, this process covers both covariate and label shifts to

varying extents. Domain adversarial training, introduced by Ganin et al. [162], is a popular approach for

UDA. The key idea is to learn a feature representation that is domain-invariant, enabling the model to

generalize well across domains. In domain adversarial training, a domain discriminator is introduced

along with the primary task model (e.g., classification or regression). The domain discriminator aims

to predict the domain of the input data (source or target) based on the feature representation learned

by the primary task model. Simultaneously, the primary task model tries to minimize the task-specific

loss and maximize the domain discriminator’s confusion, effectively aligning the feature distributions

between the source and target domains. To increase the confusion, gradient reversal can be used, by

multiplying the loss by −λ when propagating loss to feature extractor. The domain discriminator, in

turn, tries to distinguish between the source and target domains accurately. This adversarial process

encourages the primary task model to learn features that are less sensitive to domain variations

and more transferable between domains, leading to improved generalization in the target domain.

Consequently, unsupervised domain adaptation with domain adversarial training provides a powerful

solution to adapt models to new domains and improve their performance in diverse real-world settings,

such as multimodal mobile and wearable sensing.

Our work differs from prior work in the sense that we specifically focus on passive sensing datasets

captured from mobile and wearable devices, instead of focusing on images or audio. In addition, we

focus on multimodal data instead of focusing on a single modality of data, again differentiating our

work from previous studies. Studying multimodal mobile sensing is particularly important due to the

unique characteristics of mobile sensing data. Unlike computer vision, speech, and natural language

processing domains, multimodal mobile sensing deals with data collected from various sensors on

smartphones and wearable devices, capturing diverse aspects of users’ behavior, environment, and

health. The data in multimodal mobile sensing is typically time-series and sequential, providing a

continuous stream of information that reflects users’ daily activities and interactions. Additionally,

multimodal mobile sensing data often includes various modalities such as accelerometer readings,

GPS locations, call logs, and app usage patterns, leading to complex and heterogeneous data sources.

However, the challenges arising from the heterogeneity, sparsity, and privacy concerns in multimodal

mobile sensing data make it essential to explore techniques like unsupervised domain adaptation to

ensure robust and effective modeling and generalization across different users and settings.

9.2.2 Mobile Sensing for Inferences Regarding Health and Well-Being, Behavior,
and Context

Mobile sensing using smartphones and wearable devices has facilitated the development of context-

aware systems that can infer various aspects related to health and well-being, behavior, and context
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[268]. These studies leverage diverse sensor data captured by mobile devices, including accelerometer,

gyroscope, gps, heart rate monitor, proximity, bluetooth, and app usage, among others, to gain insights

into individuals’ activities, mood, social context, and energy expenditure [325, 268]. Various studies

have explored mood inference, aiming to understand and predict users’ emotional states [285, 468].

Servia-Rodríguez et al. [468] collected a large-scale dataset from multiple countries to infer binary

mood using the circumplex mood model with population-level models. Mood instability has also been

examined using mood reports and phone sensor data [356, 593]. Context-aware systems have been

extended to recognize social context, including whether individuals are alone or with others during

different activities [328, 327]. For example, Meegahapola et al. [328] used sensor data from Switzerland

and Mexico to infer social context during eating activities, while another study [327] examined the

social context of young adults during alcohol drinking episodes. Further, energy expenditure estimation

(EEE) plays a crucial role in understanding and managing chronic diseases like obesity, diabetes, and

metabolic disorders [165]. It also enables personalized health management by providing insights into

physical activity, energy consumption, and net calorie intake [265]. Wearable devices such as fitness

trackers and smartwatches have been widely used for EEE due to their convenience and capability to

measure activity, heart rate, and sleep patterns [109]. These devices overcome the limitations of costly

gold standard EEE methods and have been positioned at various body locations to estimate energy

expenditure [118, 440]. Overall, the existing literature in the field of multimodal sensing offers valuable

insights and tools for inferring various attributes from smartphone and wearable sensor data. However,

there is a research gap in understanding generalization and distributional shifts across many different

settings, which this chapter aims to address in the context of UDA. The proposed UDA approach seeks

to improve the generalization of inference models, making them more adaptable and robust in diverse

settings.

9.2.3 Generalization and Distribution Shift in Mobile Sensing

Achieving model generalization across multiple domains is a challenging problem. Transfer learning

addresses this issue through domain adaptation, where the model can access some data with labels

from the target domains in addition to the source domains [526]. Domain generalization is a more

challenging task, where a machine learning model only has access to data from the source domain

[569]. In mobile sensing settings, Xu et al. [569] examined this problem and suggested a model based

on multi-task neural networks to create a robust model that would work well in target domains without

access to data or labels when training. Even though the performance increase that they reported

was not high, and in the range of 2%-5%, it was justifiable given that the inference they performed

regarding depression detection is already a challenging one. In addition, they highlighted that deep

learning-based domain generalization approaches designed for computer vision tasks do not fare

reasonably on longitudinal passive sensing data. While they also used multimodal data, they focused

on domain generalization, and not unsupervised domain adaptation, which is a different problem

setting.

Our analysis focuses on domain adaptation instead of domain generalization, allowing the model to

access some data from a target domain. The generic topic of domain adaptation falls under transfer

learning. Leveraging transfer learning techniques in domain adaptation could potentially address

the distribution shift at the user level, and move towards personalization. Meegahapola et al. [324]

and Assi et al. [24] explored how such approaches that lead to the personalization of models affect

generalization performance to new countries, in the case of mood inference and complex activity

recognition. They also used multimodal sensor data from smartphones in their studies. However, they
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did not consider the unsupervised setup where labels might not be available from the target domain.

This setting represents a real-life deployment scenario where a trained model is directly applied to new

users with access to their unlabeled data.

Finally, it is also worth mentioning the UDA has been previously tried for mobile sensor data by Chang

and Mathur et al. [85]. They also used adversarial domain adaptation, similar to ours. However, they

only considered a single modality of data in their experiments, hence making the task simpler compared

to our experiments, which consider features from multimodal data with varying degrees of shifts across

source and target domains. For example, in single modality settings, if the data are accelerometer

or audio data, depending on the shift for the specific modality, UDA techniques would facilitate

adaptation. However, in mobile sensing, multiple modalities of data are present. The multimodal

setting has been studied in a recent study [566], by using all features as input using a single encoder.

They also performed domain adversarial training and obtained decent results. However, they do not

look into how different modalities could have different levels of shift, and try to accommodate that

as their focus was mainly on using different types of labels with a multi-target setup. Therefore, in

multimodal settings, some modalities/feature sets might have a high amount of shift, whereas some

other modalities/feature sets might have a low or no shift across source and target domains. The

effectiveness of UDA for such settings has rarely been studied. In addition, techniques to handle this

multimodality in UDA, have rarely been studied in mobile sensing. Therefore, this chapter aims to

cover this research gap.

9.3 Datasets

To examine our architecture, we used multiple datasets. Both these datasets have been used in previous

publications, and inferences that can be made with them too, are defined. Hence, the objective is to

perform the same inferences while examining the proposed architectures.

9.3.1 MUL: Multimodal Smartphone Sensing Dataset from 8 Countries

The MUL dataset was used [324], and this dataset was presented in Chapter 2. The used features are

summarized in Table 2.4.

9.3.2 WEEE: Multimodal Wearable Sensing Dataset for Energy Expenditure Esti-
mation

The WEEE dataset was collected from 17 participants (12 men and 5 women) by the authors of [166]. The

processed version of the dataset we used in this chapter is from our prior work [18]. The data collection

process involved capturing information during the execution of three specific activities: resting, cycling,

and running. Participants were equipped with eight different wearable devices, including an Indirect

Calorimeter device, which served as the ground-truth measurement for energy expenditure estimation.

Alongside sensor data, the dataset also encompasses demographic and body composition details,

activity specifics, and questionnaire-based data obtained from each participant. Despite the use of eight

devices during data collection, only three devices were selected for this study due to inconsistencies,

missing data, and also because they contain comparable multimodal data, allowing us to conduct

domain adaptation. These devices and their respective sensors are abbreviated as follows: i) Nokia

Bell Labs Earbuds: accelerometer, gyroscope, PPG; ii) Empatica E4 Wristband: accelerometer, PPG; iii)
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Table 9.1: Summary of datasets, source and target domains, modalities used, and the performed
inferences. C stands for classification and R stands for regression.

Dataset Source Targets Modalities Inferences

MUL Italy
India, China,
Mexico, Paraguay,
UK, Denmark

Location, Bluetooth, Wifi,
Cellular, Notifications, Proximity,
Activity Type, Steps, Screen Events,
User presence, Touch events, App events

Mood (C) [324]
Social Context (C) [328, 237]

MUL Mongolia
India, China,
Mexico, Paraguay,
UK, Denmark

Location, Bluetooth, Wifi,
Cellular, Notifications, Proximity,
Activity Type, Steps, Screen Events,
User presence, Touch events, App events

Mood (C) [324]
Social Context (C) [328, 237]

WEEE EarBuds Empatica Accelerometer, Photoplethysmography EEE (R) [18]

WEEE EarBuds Muse Accelerometer, Gyroscope EEE (R) [18]

Muse S Headband: accelerometer, gyroscope. Hence, the objective is to infer and estimate a person’s

energy expenditure in a particular moment (the ground truth values come from VO2 Master Analyzer

Face Mask: VO2 (ml/kg/min) as the gold standard ground truth1), based on data from wearable data.

Source and target domain combinations were determined based on the availability of common sensors

in wearable devices. Further, more details regarding the used features can be found in Appendix A.2.

9.3.3 Domains and Inferences

Our intention here is to delineate the various experimental settings encompassing multiple datasets

and inferences. As depicted in Table 9.1, our focus is on two specific datasets: MUL and WEEE.

MUL dataset was employed to facilitate domain transfer across distinct countries, a problem setting

motivated by previous studies [324, 24]. Accordingly, we considered Italy (Ni t al y =151,342 from 240

users) and Mongolia (Nmong oli a=94,006 from 214 users) as source domains as they have large datasets.

Multiple target domains, namely India (Ni ndi a=4,233 from 39 users), China (Nchi na=22,289 from

41 users), Mexico (Nmexi co=11,662 from 20 users), Paraguay (Npar ag uay =9,744 from 28 users), UK

(Nuk =26,688 from 72 users), and Denmark (Ndenmar k = 10,010 from 24 users) were considered for each

source domain. Consequently, our analysis spanned a total of 12 source-target pairs within the MUL

dataset. For each pair, we undertook two classification tasks previously defined: a two-class mood

inference (positive vs. negative) [324] and a two-class social context inference (alone vs. with others)

[328, 237]. Both these tasks hold significance in the context of mobile health and mobile food diary

applications. It is worth noting that the ground truth for the inferences are: i) mood, which is subjective,

and silver-standard 2 because it is captured with self-reports; and ii) social context, which is more

objective, but still silver-standard because of self-reports.

Our approach with the WEEE dataset revolved around domain transfer across diverse devices sharing

common sensor modalities. This task is also motivated by prior work that highlights the importance

of domain adaptation for devices across body positions [85]. It is noteworthy that not all devices in

the original dataset possess identical sensors. For instance, the Nokia Bell Labs earbuds comprise

1The term "gold-standard" refers to the highest level of accuracy or reliability in ground truth labels or annotations. Gold-
standard annotations are often obtained using methods that are considered highly reliable or accurate, such as expert manual
annotations, precise measurements, or comprehensive and well-established criteria [566, 142].

2The term "silver-standard" is used to describe annotations or ground truth labels that are of lower accuracy or reliability
compared to the gold-standard because of uncertainty, bias, and/or noise. They are still considered useful and informative, and
are commonly used in inferences. These annotations might be obtained through less stringent methods, such as automated
algorithms, self-reports, surrogate measures, or indirect observations [566, 142].
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an accelerometer, gyroscope, and PPG sensor, while the Empatica E4 wristband lacks a gyroscope.

Consequently, our experiments encompass two setups: firstly, treating EarBuds (Near bud s =9,226 from

17 users) as the source domain and Empatica (Nempati ca=9,226 from 17 users) as the target domain,

utilizing accelerometer and PPG data from both devices; secondly, considering EarBuds as the source

domain and the Muse S headband (Nmuse =9,226 from 17 users) as the target domain, leveraging

accelerometer and gyroscope as the sensing modalities. It is worth noting that data from all devices

were collected simultaneously from different body positions, hence the same number of data points. In

both setups, we adopted energy expenditure estimation [166] as the target inference, constituting a

regression task. This inference is further characterized and validated in prior studies [18, 12, 120, 382].

It is worth noting that the ground truth here is the gold standard for energy expenditure estimation.

9.4 M3BAT Architecture

In this section, we aim to define the proposed architecture, including the intuition behind it. We will

first define an unsupervised domain adaptation setting for classification and regression (Section 9.4.1).

This can be represented in a generic form similar to DANN [162], as shown in Figure 9.1. Then in

Section 9.4.2, we define how multiple branches could be used in both classification and regression

instead of a single encoder that outputs a feature embedding. This is also shown in Figure 9.2. Finally,

in Section 9.4.3, we describe how different λ could be used for different branches, depending on the

shift of input features to that branch in source and target domains, to improve the performance of the

model. This is summarized in Figure 9.3.

9.4.1 Unsupervised Domain Adaptation with Domain Adversarial Training

Given two domains, a source domain Ds = {(xs
i , y s

i )}ns
i=1 and a target domain Dt = {x t

j }nt
j=1, where xs

i

and x t
j represent the input feature vectors from the source and target domains, respectively, ns and

nt represent the number of samples in the source and target domains, respectively, and y s
i represents

the corresponding target variables in the source domain, the goal is to learn a classifier or regressor

f (x) that can accurately infer targets y in the target domain using the labeled source domain data and

the unlabeled target domain data. The domain adversarial training process consists of three main

components:

• Encoder: A multi-layer perceptron neural network represented by G(x), which maps the input

feature vectors in dimensionally reduced shared feature space, where Gs =G(xs
i ) and Gt =G(x t

j )

represent the features of the source and target domain samples, respectively.

• Target Classifier or Regressor: A head represented by C (Gs ), which takes the shared features Gs as

input and infers y s in the source domain.

• Domain Classifier: A domain discriminator represented by D(Gs ) and D(Gt ), which takes the

shared features Gs and Gt as input, respectively, and infers whether the features are from the

source or target domain.

The overall objective function for unsupervised domain adaptation with domain adversarial training

for classification or regression can be written as:
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Figure 9.1: Base architecture for
UDA with features from mul-
timodal sensors, encoder, do-
main and target classifier/regres-
sor, and gradient reversal layer.
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Figure 9.2: Modification to the
base architecture to have multi-
ple branches that concatenate to
create a feature embedding.

Architecture III
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Figure 9.3: Using different λ for
branches depending on the aver-
age distribution shift of features
in the branch. When there is lit-
tle to no shift, λ≈0 (green).

min
G ,C

max
D

1

ns

ns∑
i=1

Ly (C (G(xs
i )), y s

i )− λ

ns +nt

ns+nt∑
i=1

Ld(D(G(xs
i )),D(G(x t

i )))

where Ly is the classification loss (e.g., cross-entropy loss) or the regression loss (e.g., mean squared

error) function for the source domain samples; Ld is the adversarial loss function, such as the bi-

nary cross-entropy loss, for the domain discriminator to distinguish between the source and target

domain features; λ is a parameter that controls the trade-off between the classification/regression

and adversarial loss—also known as gradient reversal layer (usually 0 ≤λ≤ 1); The first term aims to

minimize the classification or regression loss for the source domain samples, encouraging the model to

infer the targets in the source domain accurately; and the second term aims to maximize the domain

discriminator’s confusion between the source and target domain features, effectively aligning the

feature distributions of the two domains in the shared feature space.

In both classification and regression settings, unsupervised domain adaptation with domain adversarial

training is a powerful technique to adapt models trained on a labeled source domain to perform well

on a different, unlabeled target domain. The adversarial training process encourages the model to

learn domain-invariant features, thereby improving the model’s generalization to new, unseen data

from the target domain. In addition, when defining, whether to use −λ or +λ depends on the loss

function used for the domain discriminator. When the domain discriminator is binary cross-entropy

which provides a negative value, using −λ as above works [162].

9.4.2 Multiple Branches to Process Multimodal Data

To represent the setup with multiple branches for processing modalities or feature sets from multiple

modalities, we can introduce separate branches. Let’s denote the encoders as E (m)(x(m)), where m

represents the number of branches and x(m) is the input data from branch m, which could be multiple

features in the tabular datasets that we consider. Each encoder processes the input data from its

corresponding modality and maps it to a shared feature space. In this case, the overall feature extractor

G(x), which used to be a single encoder in the previous setups mentioned in Section 9.4.1, can now

be defined as a combination of these multiple encoders for each modality. We can represent this

as: G(x) = concat
(
E (1)(x(1)),E (2)(x(2)), . . . ,E (M)(x(M))

)
. Here, G(x) contains the outputs from all the

encoders corresponding to the different branches, and these outputs are concatenated to form a

shared feature representation that captures information from all features. With the multiple branches,

the objective function for unsupervised domain adaptation with domain adversarial training can
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be extended to include all the modalities. With this setup, each specific encoder learns a feature

representation specific to its input data, and the shared feature space created by combining the outputs

of these encoders captures information from all the modalities. This approach allows the model to

adapt to multiple data modalities simultaneously and improves the domain adaptation performance

by considering the shared information among different modalities.

9.4.3 Training Process with Multimodal Domain Adversarial Training

The training process for multimodal domain adversarial training involves a staged approach to adapt

the model to the target domain while considering the distribution shift across different modalities. The

process includes the following steps:

Step 1: Train Common Encoder with Target Discriminator

In the first step, we train a common encoder, G(x), with only the target discriminator (classifier or

regressor), D(G(xs
i )). The target discriminator is responsible for performing either classification or

regression. During this step, only the source domain data is used for training. The objective function

for this step is to minimize the target discrimination loss, depending on whether it is regression or

classification (Section 9.4.1).

Step 2: Introduce Unlabeled Target Domain Data

After training the common encoder with the target discriminator, we introduce the unlabeled target

domain data, Dt = {x t
j }nt

j=1, into the training process together with domain discriminator. This is done

to further align the feature distributions of the source and target domains in the shared feature space.

During this step, the objective function changes a bit as we aim to perform both domain and target

inferences, similar to what would happen if we used a multi-task neural network. In terms of gradient

reversal, the λ=0 at this stage.

Step 3a: Increase λ for Adversarial Objective with Annealing

To increase the impact of the adversarial objective gradually, we anneal the value of λ from zero to

one during training [573, 161]. The parameter λ controls the trade-off between the target loss and the

domain loss. By increasing λ over time, we encourage the common encoder to learn more domain-

invariant representations. In Figure 9.1, we show the architecture at this stage, which is similar to the

DANN architecture [162]. Annealing λ from zero to one works because it facilitates a controlled and

adaptive process of aligning feature representations between the source and target domains, ultimately

leading to improved domain adaptation performance. The rationale behind this approach is to start

with minimal domain alignment (λ=0), allowing the model to initially focus on learning source domain

knowledge without being influenced by the target domain. As training progresses and the λ parameter

gradually increases, the model is encouraged to align the feature representations of both domains

[161].
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Step 3b: Replace Encoder with Multiple Branches

After training with the common encoder and gradually increasing the adversarial objective, we replace

the common encoder, G(x), with a multi-branch setup (Section 9.4). Each encoder, E (m)(x(m)), pro-

cesses the input data from its corresponding modality or a set of features and maps it to the shared

feature space. The combined feature representation is then formed by concatenating the outputs of all

the branches. With this setup, steps 1 and step 2 can be followed to train the model with staging and

annealing. Here λ= 1 across all branches. In Figure 9.2, we show the architecture at this stage.

Step 3c: Increase λ for Different Branches with Annealing

We train the model as in Step 3b. Then, we adaptively decrease the value of λ from 1 if needed, for each

branch with annealing, until it reaches λm (0 ≤λm ≤λ = 1). The λm values, which control the impact

of the adversarial objective for each specific encoder, are determined based on the average Cohen’s-d

value [101] for each feature group. Then, the Cohen’s-d values across the branches were normalized to

a value between 0 and 1. If the Cohen’s-d of the lowest branch is above 0.2 (above small effect size), a

zero was introduced artificially before normalizing to ensure a considerable shift does not go unnoticed

when performing adversarial training with different λm . As an example, if the Cohen’s-d values were 0.8,

0.6, and 0.05, the λm values would be 1, 0.58, and 0. If the Cohen’s-d values from branches were 0.9 and

0.4, we would introduce a 0 to make it 0.9, 0.4, and 0 because 0.4 is above small effect size, and obtain

λms 1 and 0.44 for the two branches. Hence, this accounts for the distribution shift between the source

and target domains specific to input features to each branch. Figure 9.3, we show the architecture at

this stage.

With this staged training process, the multimodal domain adversarial training algorithm can effectively

adapt the model to the target domain while considering the distribution shift across different modalities

or feature groups (e.g., regardless of the modality, features with a high, moderate, and low distribution

shift in separate branches). The hypothesis is that this approach would allow the model to learn domain-

invariant representations capable of capturing relevant information from all modalities, improving the

generalization and adaptation performance to new, unseen data in the target domain.

9.5 Using Statistical Tests to Quantify Distribution Shift of Sensors

(RQ1)

9.5.1 Methodology

The aim of this analysis is to provide empirical evidence for the rationale behind the development

of a multi-branch architecture. In accordance with previous studies [526], two primary methods

for quantifying distribution shift are statistical tests [363] and inference performance metrics [324].

Statistical test-based techniques are known for their cost-effectiveness and ability to offer a general

estimation of the shift for each sensing modality [363]. Thus, we could employ common statistical tests

such as t-test [249], PERMANOVA and PERMDISP [363], and Cohen’s-d [101] to assess the distribution

shift of sensor modalities for each target inference. In this context, after an initial analysis of these tests,

we selected Cohen’s-d for our analysis due to its relatively linear distribution of values [324, 24, 363],

within a range approximating 0 and 1. Most importantly, it allowed the best downstream performance

for domain adaptation. In addition, the rule of thumb of 0.8 or above: large effect size, 0.5: moderate

effect size, and 0.2: small effect size allows easy interpretation [101]. This characteristic facilitated the
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Figure 9.4: Average Cohen’s-d Values for Modalities. Italy is the Source Domain.

Figure 9.5: Average Cohen’s-d Values for Modalities. Mongolia is the Source Domain.

Figure 9.6: Cohen’s-d Values Italy and India, Sorted in the Descending Order. Modalities Marked in
Different Colors.

utilization of normalized values in our architecture for λm (Section 9.4.3) 3.

For the MUL dataset, our initial step involved calculating Cohen’s-d values for all captured features.

Subsequently, we aggregated these values by computing the mean for each modality (e.g., wifi, steps,

proximity, location, etc.). By designating Italy and Mongolia as source domains, we plotted the results

for other target domains (Figure 9.4 and Figure 9.5). This approach enabled us to comprehend how

modalities could exhibit varying degrees of distribution shifts for the same source and target domains.

The underlying concept is to demonstrate that aggregating features by modalities facilitate the differen-

tiation of high and low levels of distribution shifts. Continuing, we proceeded to visualize Cohen’s-d

values for all features, assigning distinct modality-specific colors to each bar for enhanced clarity

(Figure 9.6). This visualization aimed to provide insights into whether distribution shifts often emanate

from the same set of modalities or if there are instances of outliers with high Cohen’s-d values from

specific modalities exhibiting relatively low levels of distribution shift overall. Due to space limitations,

3Please note that we use terms distribution shift or shift between two modalities interchangeably to refer to Cohen’s-d, from
this point onward.
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Figure 9.7: Average Cohen’s-d Val-
ues for Modalities. EarBuds is the
Source Domain

Figure 9.8: Cohen’s-d Values for
EarBuds and Empatica, Sorted in
the Descending Order. Modalities
Marked in Different Colors.

Figure 9.9: Cohen’s-d Values for
EarBuds and Muse, Sorted in the
Descending Order. Modalities
Marked in Different Colors.

we only show the distribution for the case when Italy is the domain, and India is the target domain.

For the WEEE dataset, we did a similar analysis. We aggregated Cohen’s-d values by computing the mean

for each modality (e.g., acc, ppg, gyro — Figure 9.7). It is worth noting that, in the setup of transferring

from EarBuds to Empatica, only accelerometer and PPG data are available. In the other case of EarBuds

to Muse, only accelerometer and gyroscope data are available as common features. Continuing, we

proceeded to visualize Cohen’s-d values for all features, assigning distinct modality-specific colors to

each bar for enhanced clarity. This was done separately for pairs EarBuds and Empatica (Figure 9.8)

and EarBuds and Muse (Figure 9.9).

9.5.2 Results

For MUL, Figures 9.4 and 9.5 present the quantification of distribution shift using Cohen’s-d values,

which indicate the effect size. The x-axes represent modalities, while the y-axes show the shift. Each

modality is color-coded to represent the target domain. Notably, the figures reveal that various countries

exhibit diverse modalities that exhibit the highest and lowest distribution shifts compared to Italy.

For instance, WiFi is prominent for India and the UK, proximity for China and Denmark, screen for

Mexico, and touch for Paraguay. This pattern remains consistent when the source is Mongolia, except

for touch in Mexico and Denmark, and WiFi in Paraguay. Moreover, when analyzing shifts within the

target countries, the values for different modalities contrast. For instance, with Italy as the source,

the target domain India exhibits WiFi and steps with a Cohen’s-d of around 0.5 (medium effect size).

Conversely, all modalities such as app, screen, user, and activity have values below 0.1 (very small

effect size), indicating minimal distribution shift. Similar trends are observed for other countries, even

when Mongolia is the source. However, it is important to note that these diagrams do not account

for individual features within modalities, which could have high distribution shifts, but their impact

might be mitigated by numerous other features within the same modality with low shifts. This aspect is

demonstrated in Figure 9.6, where the distribution shift of each feature for source Italy and target India

is plotted, with colors denoting modalities. While we can’t visualize all such features across various

source-target domain pairs, we have identified a considerable number of such cases that highlight

significant shifts despite the overall low shift in the modality.

Moving to the WEEE dataset, in Figure 9.7, we illustrate the modality-specific shifts for the source-target

pairs of Earbuds and Empatica, as well as Earbuds and Muse. For the EarBuds and Empatica pair, it’s

166



9.6 Domain Adversarial Training with Multimodal Sensing Features (RQ2)

evident that accelerometer features exhibit a substantial shift (Cohen’s-d of ≈1—indicating a large

effect size), whereas PPG features demonstrate only a smaller shift (Cohen’s-d of ≈0.2—reflecting a

small effect size). Similarly, a contrasting pattern is observed for the EarBuds and Muse pair, with

accelerometer and gyroscope modalities showcasing noticeable shifts. Notably, even the gyroscope

exhibits a considerable shift in this context (Cohen’s-d around 0.6—indicating an above-medium

effect size). To delve deeper into this analysis, we present feature-specific shifts in Figure 9.8 and

Figure 9.9. Regarding the EarBuds and Empatica pair, fewer outliers are observed compared to the

modality-specific pattern. Most features with above-medium effect sizes primarily originate from the

accelerometer, while PPG features tend to exhibit small to medium effect sizes, indicating smaller shifts.

Conversely, in the case of the EarBuds and Muse pair, the features exhibit a more mixed distribution,

deviating from the modality-specific shifts highlighted in Figure 9.7.

In summary, in answering RQ1, the statistical analysis suggests that it might be possible to categorize

features into groups with high, medium, or low distribution shifts based on modalities or by considering

mixed feature groups derived from multiple modalities with prominent effect sizes. These insights

directly address the design of the architecture that we use to answer RQ3, where we propose the use of

multiple branches for distinct feature groups, as detailed in Section 9.4.2.

9.6 Domain Adversarial Training with Multimodal Sensing Features

(RQ2)

9.6.1 Methodology

As the next step, we performed domain adversarial training using the base architecture described in

Sections 9.4.1. Our experiments were implemented in Python, with TensorFlow [2] and Keras [91]. The

architecture consists of an encoder without considering the multimodality of the data. Our dataset

splitting involved separating training (70%) and testing (30%) sets to ensure non-overlapping users,

facilitating leave-one-out cross-validation [200]. We conducted five such random training and testing

splits to ensure robustness and reported the average results. This experimental setup is similar to the

approach proposed in [85], with the distinction that we employed processed tabular features from

multiple modalities, similar to [566, 330], instead of the raw sensor values with a feature extractor.

For the MUL dataset, we initiated our analysis by training models on the training sets for Italy and

Mongolia as source domains. Our model architecture was designed to infer Mood and Social Context,

with intermediate layer sizes of 128, 128, and 64, all with the ReLU activation [9]. Dropout [487] was

used with rates of 50%, 50%, and 20% to mitigate overfitting. We used sigmoid activation [140] and

binary cross-entropy loss function [542], suitable for the two-class nature of our inferences. Adam

optimizer [250] and a batch size of 32 was chosen. We also implemented early stopping to prevent

overfitting after five epochs of non-improving validation loss within {0, 300} epochs. Performance

evaluation employed the area under the receiver operating characteristic curve (AUC) with macro

averaging, which considers class imbalance [24, 324]. Evaluation of the models began by assessing the

performance of the Source model on the Source testing set (S->S). These results were averaged across

the five iterations. Subsequently, we evaluated the Source model on the Target datasets (S->T). Due to

multiple targets for each source, we averaged the results. We also fine-tuned the source model on target

training sets with transfer learning and evaluated on the target domain testing set (S->T (w/ TL)). Note

that this setup is not unsupervised and needs labels in the target domain. We then proceeded with

domain adversarial training (DANN [162]), as outlined in Section 9.4.3—Step 3a, where we first trained
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the encoder (with layer sizes 128 and 64) and later the target classifier (with intermediate layer sizes 64

and 32) and domain classifier (with intermediate layer sizes 64 and 32). These classifiers employed

sigmoid activation and binary cross-entropy loss at their respective final layers. A fixed λ= 1 was used

for gradient reversal during encoder training. Data with labels from the source domain contributed to

the loss for both domain and target classifiers during training, while unlabelled target domain data

only contributed to the domain classifier loss.

Even for WEEE dataset, the methodology was similar to that of the MUL dataset, albeit with smaller

models due to the dataset’s size. We trained models for EarBuds, utilizing accelerometer and PPG data,

and for EarBuds with accelerometer and gyroscope data. These modality combinations were chosen

to allow domain adaptation for two devices, as described in Table 9.1. The models were designed to

infer energy expenditure estimation, with intermediate layer sizes of 64 and 32, and using the ReLU

activation function. Dropout with rates of 30% and 20% was used for regularization. The mean squared

error loss function was utilized given that it is a regression—Adam optimizer and a batch size of 16

facilitated model training. Early stopping was also implemented. The evaluation process mirrored

that of the MUL dataset. DANN, following the process outlined in Section 9.4.3, involved training the

encoder (with layer sizes 64 and 32) and later the target regressor (with intermediate layer size 32)

and domain classifier (with intermediate layer sizes 32 and 16). The target regressor employed mean

squared error, and the domain classifier employed sigmoid activation and binary cross-entropy loss at

their final layers. A λ= 1 was used for gradient reversal during encoder training.

Hence, in summary, given below are the inferences that we conducted across both datasets.

• S->S: performance of the model trained in the source domain, for the source testing set. This

provides an upper bound for the possible results in the target domain.

• S->T (w/ TL): performance of the model trained in the source domain, for the target testing set,

after fine-tuning the target training set with transfer learning. This setup assumes that labels are

available in the target domain, hence could lead to higher performance and act as another ceiling

for performance. It is also worth noting that ground truth labels used in training models can be

gold-standard or silver-standard as mentioned in Section 9.3. In MUL, ground truth is the silver

standard as they are self-reports that can be noisy. However, mood reports can be subjective and

social context reports are more objective, potentially leading to differences in the accuracy and

noisyness [325]. In WEEE, the ground truth is the gold standard.

• Random: performance of a random classifier/regressor on the target testing set.

• S->T: performance of the model trained in the source domain for the target testing set.

• DANN: performance of the model trained in the source domain and unlabelled target data

(training set), on the target testing set.

9.6.2 Results

Table 9.2 presents the classification outcomes for the MUL dataset, for mood and social context

inferences. The results show the model’s performance under different scenarios. Specifically, S->S
showcases how the model performs when evaluated on the source testing set. The inferred values fall

within the range of 0.59 to 0.61 AUC. Although the performance in the source domain is not notably

high, this aligns with trends observed in recent research focused on mental well-being and contextual
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Table 9.2: Results for classification tasks. Results are presented as average AUC scores (higher the
better). TL refers to transfer learning where labelled target domain data are available.

Dataset MUL MUL MUL MUL
Inference Mood Mood Social Context Social Context
Source Italy Mongolia Italy Mongolia
Targets Avg. of Countries Avg. of Countries Avg. of Countries Avg. of Countries

RQ2
S->S 0.61±0.04 0.59±0.06 0.63±0.03 0.65±0.04
Random 0.45±0.12 0.46±0.08 0.42±0.14 0.44±0.11
S->T 0.46±0.08 0.48±0.07 0.44±0.03 0.49±0.08
S->T (w/ TL) 0.51±0.05 0.52±0.06 0.56±0.05 0.55±0.07
DANN [162] 0.52±0.07 0.53±0.02 0.52±0.03 0.54±0.05

RQ3
Ours (λ= 1, Setup1) 0.55±0.05 0.52±0.06 0.55±0.06 0.57±0.05
Ours (w/ λm , Setup1) 0.56±0.04 0.53±0.07 0.56±0.04 0.57±0.05
Ours (w/ λm , Setup2) 0.58±0.04 0.54±0.03 0.55±0.05 0.55±0.03

inference using multimodal mobile sensing datasets [569, 324]. Despite not achieving high levels of

performance, these results still provide a foundation for investigating domain adaptation techniques,

where even small enhancements in performance on target domains are crucial. S->T is where the model

trained on the source domain is evaluated on the target domain’s testing set. As expected, performance

experiences a decline across all four inferences compared to S->S. With transfer learning fine-tuning

(S->T (w/ TL)), the performance improves across all four inferences as expected because it uses labels in

the target domain. Interestingly, the application of DANN leads to further performance enhancements

across social context inferences while showing a slight performance decline compared to S->T (w/ TL)
for mood inference. This could be because mood labels are more subjective; hence even having labels

in the target domain is less useful, whereas DANN leads to marginally better results. However, for social

context, which is more objective ground truth, having labels led to increased performance, even more

than the adapted model with DANN. Hence, while more exploration is needed, this could be evidence

that the label source quality and objectivity might have an effect on fine-tuning or domain adaptation

performance.

Table 9.3 presents the regression outcomes for the WEEE dataset, focusing on energy expenditure

estimation (EEE) inference. In this context, EarBuds serves as the source domain, while Empatica

or Muse serves as the target domain. The source domain performance (S->S) yields MAE values of

0.62 and 0.59 for EarBuds, representing the desired ceiling performance. The random baseline, on

the other hand, delivers poor results. In the S->T scenario, the performance exhibits a reduction of

approximately 0.17 MAE and 0.21 MAE for Empatica and Muse, respectively. Notably, the application

of transfer learning (S->T (w/ TL)) results in improved performance compared to DANN. This stands

in contrast to mood inference in the MUL dataset results, where DANN margically outperformed

transfer learning for mood inference. The divergence in results can be attributed to the nature of

labels; the MUL dataset employs silver standard labels derived from user self-reports, however, with

high and low subjectivity for mood and social context, respectively, while both labels could also be

susceptible to noise. On the other hand, the WEEE dataset leverages gold-standard labels derived from

lab-based measurements. Our findings underscore that while transfer learning with silver standard

labels, especially when having subjective ground truth, does not universally guarantee performance

gains, it presents an alternative ceiling. It is noteworthy however, that transfer learning necessitates the

availability of labels in the target domain, which is not the primary scenario we are addressing.

In conclusion, when tackling RQ2, our exploration revealed that domain adversarial training applied to
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multimodal mobile sensing datasets translates to enhanced performance compared to S->T setting.

Notably, for mood inference in the MUL dataset, the observed increase even surpassed/equaled that

achieved through transfer learning. This phenomenon can likely be attributed to the presence of silver

standard, and potentially subjective labels in this dataset. On the other hand, when examining the

WEEE dataset, DANN contributed to improved performance, although not reaching the same level

as transfer learning, which was to be expected. This discrepancy could be attributed to the presence

of high-quality gold standard labels available in both the source and target domains, which were

effectively utilized to train models. This calls for deeper investigations in this direction in the future.

9.7 Multi-Branch Domain Adversarial Training (RQ3)

9.7.1 Methodology

Experiments with Multiple Branches

Table 9.3: Results for regression tasks. Results are
presented as mean absolute errors (MAE) (the lower
the better).

Dataset WEEE WEEE
Inference EEE EEE

Source EarBuds EarBuds

Target Empatica Muse

RQ2
S->S 0.62±0.11 0.52±0.06

Random 1.35±0.31 1.41±0.43

S->T 0.79±0.15 0.73±0.10

S->T (w/ TL) 0.67±0.07 0.56±0.04

DANN [162] 0.73±0.05 0.65±0.06

RQ3
Ours (λ= 1, Setup1) 0.74±0.04 0.62±0.06

Ours (w/ λm , Setup1) 0.69±0.06 0.60±0.03

Ours (w/ λm , Setup2) 0.69±0.05 0.64±0.03

The next step is to replace the encoder with mul-

tiple branches as described in Section 9.4.2. We

considered experimental approaches with two

distinct setups. These setups were based on

the results we obtained for experiments in Sec-

tion 9.5. There, we discussed how distribution

shift could be quantified by aggregating features

based on modalities (e.g., activity, steps, wifi, lo-

cation, etc.) or by aggregating based on feature

level shift as quantified by statistical tests (e.g.,

top 33% of features, bottom 33% of features, and

the rest, etc. regardless of the modality).

Setup1—Branches Based on Modalities: In the

MUL dataset, there are over ten modalities. Hav-

ing separate branches for all modalities leads to

a complex optimization problem. Hence, in this

chapter, we focus on having three branches for

which we were able to obtain decent results. Beyond the three branches, we did not obtain good results,

as it became a difficult optimization given the dataset size and the challenging nature of the task, as

described in Section 9.6. Hence, when having three branches, for each target country, we used the

modality with the highest shift as one branch, the modality with the lowest shift as another branch,

and the rest of the modalities in one branch, as visualized in Figure 9.2. When considering modalities,

we normalized the highest Cohen’s-d modalities λm to 1, and if the Cohen’s-d of the lowest modality

was below 0.2 (below small effect size), normalized it such that it is λm = 0 (all source-target pairs had

below 0.1 modalities, as shown in Figure 9.4 and Figure 9.5). λm for the set of features in the middle

was normalized to a suitable value, as described in Section 9.4.3—Step 3c. We only have two modalities

in the WEEE dataset for both inferences. Hence, we used two branches and again normalized between

0 and 1 to obtain the λm values for the two modalities, following Section 9.4.3. Finally, for this setup,

we first conducted experiments with λ= 1 for all branches (λ= 1, Setup1). Then, we used different λm

values for branches based on the shift and conducted experiments (w/ λm , Setup1).

Setup2—Branches Based on Feature Group: In both datasets, we could sort all features in descending
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order based on shift for each source-target pair. Then, we could consider three groups similar to Setup

1, by considering 33% of data with the highest shift, 33% of data with the lowest shift, and finally, the

rest of the 33% of data in the middle. While the percentage could be changed, we did not delve deeper

into that in this analysis and focused on obtaining equal splits for the three feature sets. In Figures 9.6,

9.8, and 9.9, these splits are marked with vertical dotted lines. Finally, for this setup, we used different

λm values for branches, based on the shift, as suggested in Section 9.4.3 (w/ λm , Setup2).

Experiments with Multiple Modalities in High and Low Branches for Setup1

An identified limitation of Setup1 is evident in instances where a single modality, representing branches

with the highest or lowest shift, encompasses only a limited number of features. For instance, when

the source domain is Italy and the target is India, the modality with the highest shift, ‘wifi’ (λ0 = 1),

includes merely seven features. In contrast, the ‘activity’ modality with the lowest shift contains eight

features (λ2 = 0), while the remaining features (over 80) fall within the moderate shift range (λ1 = 0.62).

This scenario results in an imbalance among the branches. However, such an imbalance does not

manifest in Setup2, where the equitability of sizes across branches is maintained. We performed

another experiment to assess the potential implications of this limitation on performance. Specifically,

we introduced additional modalities to the high and low-shift branches. To accomplish this, we

define α to indicate the number of modalities present within the high and low shift branches. Thus,

α= 1 corresponds to one modality each in the high and low branches, α= 2 signifies two modalities

each, α = 3 represents three modalities each within these branches, and so on. Subsequently, we

conduct a series of experiments akin to those described in Section 9.7.1, systematically varying the α

values. This experimentation enables us to gauge the influence of modifying the number of modalities

on performance. Given the inadequacy of modalities within the WEEE dataset, it is important to

underscore that this specific experiment pertains only to the MUL dataset.

9.7.2 Results

Experiments with Multiple Branches

The results for the MUL dataset are presented in Table 9.2. When λ is set to 1, indicating domain

adversarial training with uniform λ values across all branches, the performance exceeds that of DANN
in all instances except for mood inference with Mongolia as the source. Within Setup1, the introduction

of distinct λm values for branches, determined by modality distribution, yields minor performance

enhancements across all scenarios compared to the uniform λ = 1 configuration, except for social

context inference with Mongolia as the source where both setups yielded an AUC of 0.57. Moreover,

the superiority of Setup1 over Setup2 is not clear, as each configuration displayed better performance

in different inferences. However, a discernible trend emerged with mood inference, which is a more

subjective task reliant on nuanced labeling, indicating that fine-tuning with labels (S->T (w/ TL))

failed to elevate performance, even relative to DANN and our proposed approach. Conversely, transfer

learning achieved performance on par with our method for the objective ground truth of social context

inference, again underscoring the possible impact of ground truth nature on inference accuracy as

discussed in Section 9.6.2. From another sense, this highlights that our technique achieves decent

performance, even compared to transfer learning, for social context inferences in the MUL dataset.

The findings for the WEEE dataset are shown in Table 9.3. Here, our approach once again outperformed

DANN and other baselines across both inferences. However, the performance does not surpass that of
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fine-tuning with transfer learning. This discrepancy can be attributed to the presence of gold-standard

ground truth labels in this dataset, allowing fine-tuning to exhibit superior performance. Furthermore,

distinguishing between the efficacy of Setup1 and Setup2 remains inconclusive, despite Setup1’s

superior performance for the Earbuds and Muse source-target pair. As mirrored in the results for the

MUL dataset, even here, employing diverse λ values for the branches proved to be more effective than

adopting a uniform λ= 1 strategy. Thus, the adjustment of λ based on branch-specific shift statistics

yielded more better results.

Experiments with Multiple Modalities in High and Low Branches for Setup1

Figure 9.10: Inference results for various α val-
ues.

The outcomes of the experiment conducted to explore

the effects of varying α values are presented in Fig-

ure 9.10. The results exhibit distinct patterns across

different inferences and source-target domain pair-

ings. In specific scenarios, such as the ’Italy-All Mood’

and ’Mongolia-All Social Context’, employing α = 2

yielded slightly superior results compared to when α

was set to 1. Similarly, for the ’Mongolia-All Mood’ in-

ference, α = 2 yielded results akin to those of α = 1,

while α = 3 led to notably improved performance.

Intriguingly, in all instances, setting α = 4 resulted

in consistently subpar performance. These findings

underscore the nuanced nature of determining opti-

mal configurations for the number of branches and

the number of modalities within each branch during

model training. There appears to be no universal for-

mula for these selections, as their efficacy depends on

the specific inference and source-target domains. Nevertheless, a recurring trend across the analyses

is that employing multiple branches with an appropriately chosen α and λ consistently outperforms

utilizing a single encoder with fixed λ, except in very few experiments (e.g., WEEE Earbuds-Empatica

DANN=0.73 performed better than λ= 1, Setup1; WEEE Earbuds-Muse λ= 1, Setup1 performed better

than w/ λm Setup2; MUL Mood w/ source Mongolia DANN = 0.53 performed similar to λ= 1, Setup1

and w/ λm , Setup1).

As a summary, in answering RQ3, the analysis shed light on the nuanced interplay between diverse

factors such as the nature of ground truth (gold/silver standard, subjective/objective), modality distribu-

tions and related distribution shifts, and branch-specific adaptation dynamics. Hence, the conducted

experiments provide evidence that incorporating multiple branches for different feature sets, based

on either modality or distribution shift-based feature groups, yields improved performance in unsu-

pervised domain adaptation. The results for both the MUL and WEEE datasets consistently indicate

that this approach outperforms baseline methods and enhances domain adaptation performance.

Further, the findings emphasize the importance of adaptability in adjusting parameters such as λ and

α based on specific contexts, inference tasks, and source-target domain pairings. This adaptability

proves crucial in effectively harnessing the advantages of domain adversarial training, highlighting its

potential to significantly enhance model generalization and performance across diverse multimodal

mobile sensing datasets.
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9.8 Discussion

9.8.1 Implications

The use of multi-branch encoders with varying lambda values in domain adaptation carries both

theoretical and practical implications. First, given below are some theoritical implications.

1. Adaptation Strategy Customization: The insights drawn from the experiments underscore the

importance of adopting good adaptation strategies. The observed performance improvements achieved

through tuning parameters such as λ and α values emphasize the significance of tailoring the training

process to the specific characteristics of the data and the nature of the inference tasks. This departure

from the prevalent one-size-fits-all approach in unsupervised domain adaptation demonstrates a more

effective and nuanced approach to enhancing model performance. The results highlight the need for

flexibility in adaptation techniques, acknowledging that different data modalities and inference tasks

may demand distinct strategies for optimal performance. This implication encourages researchers and

practitioners to consider the intricacies of the data and the problem domain when crafting adaptation

methodologies, contributing to a more effective approach to domain adaptation.

2. Impact of Ground Truth Nature: The divergent performance trends observed across various infer-

ence tasks, particularly distinguishing between subjective tasks like mood inference, more objective

tasks like social context inference, and gold standard ground truth-based tasks like energy expenditure

estimation, unveil evidence of the impact of ground truth nature on the domain adaptation model’s

performance. These findings highlight the intricate interplay between ground truth labels’ quality

and reliability and domain adaptation methods’ success. The outcomes showcase the need to take

into account the inherent subjectivity and potential noise in ground truth labels, particularly in con-

texts where human judgment and perception play a crucial role. The implications underscore the

pivotal role of domain adaptation not only in mitigating distribution shifts but also in accommodating

the peculiarities of the ground truth data. This revelation aligns with the ongoing discourse about

the importance of robust label acquisition strategies in ensuring the efficacy of domain adaptation

approaches.

In addition, in the deployment of this kind of model, the following practical implications could be

considered.

1. Enhancing Real-world Applicability: The tangible performance improvements showcased by the

multi-branch adaptation strategies carry direct implications for real-world applications reliant on

multimodal mobile sensing data. These findings suggest that practitioners navigating the challenges of

integrating data from diverse sensors can effectively enhance the utility of their models by customizing

their adaptation strategies based on the nuanced characteristics of the data and the demands of specific

inference tasks. This adaptability offers a concrete means to elevate predictive accuracy and obtain

deeper insights from data-driven applications such as mental well-being monitoring, personalized

healthcare, and behavior analysis. By fine-tuning adaptation techniques to the intricacies of data

distributions and domain shifts, practitioners can achieve more robust and meaningful outcomes in

these critical domains.

2. Guidance for Model Design: The insights obtained from the experiments offer valuable guidance for

practitioners and researchers engaged in designing and deploying adaptation models for multimodal

data. By comprehending the impact of factors such as ground truth quality and modality distribution
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on model performance, informed decisions could be made about the architecture and configuration

of their models. This understanding streamlines experimentation, minimizes trial-and-error efforts,

and accelerates the development of effective adaptation techniques tailored to specific use cases. The

findings enable researchers to navigate the complex landscape of parameter tuning, modality selection,

and ground truth consideration with greater clarity and purpose, thereby facilitating the more efficient

development of robust adaptation models.

In conclusion, the theoretical and practical implications derived from the experimental results col-

lectively underscore the inherent flexibility, adaptability, and performance-enhancing capabilities of

the M3BAT architecture for unsupervised domain adaptation. These implications advance the theo-

retical understanding of adaptation techniques and provide actionable insights for practitioners and

researchers seeking to harness these strategies to elevate model performance and extend generalization

capabilities. As the field of multimodal mobile sensing continues to mature, the insights derived from

these implications inform the development of sophisticated techniques that effectively address the

complexities of domain shifts in real-world settings.

9.8.2 Limitations and Future Work

The presented domain adaptation technique for multimodal mobile sensing exhibits promising po-

tential in addressing domain shift and enhancing generalization across datasets. However, several

limitations warrant consideration and provide avenues for future research to enrich the methodology’s

applicability and effectiveness. While domain adversarial training serves as a foundational technique, it

might not comprehensively capture the intricacies of real-world domain variations. Moreover, domain

adaptation techniques are widely separated into discrepancy-based and adversarial-based [178, 566].

The model we proposed in this chapter is an adversarial-based technique. Further exploration into

other adaptation techniques across both types is needed to handle more intricate and challenging

domain shifts. To this end, future investigations could delve into approaches like maximum mean

discrepancy (MMD) [571, 85], adversarial discriminative domain adaptation [517], self-ensembling

[399], and moment matching [396], expanding the set of techniques available for mitigating domain

shift in mobile sensing settings.

Moreover, the assumption of prior probability shift or label shift, while valuable, might not consistently

mirror the complexities of real-world data distributions. While this is not necessarily a problem only

for the ubiquitous and mobile sensing domain, given the nature of data and involved intricacies,

exploring alternate assumptions or techniques for scenarios involving unknown label distributions is

crucial for capturing a more comprehensive range of domain variations and challenges. The need for

more work in these directions in ubiquitous and mobile sensing is highlighted in recent studies [363].

Hence, future work could look into these areas. Further, the current methodology leverages separate

branches for individual sensor modalities (Setup1), a pragmatic approach that effectively considers the

unique characteristics of each modality. However, exploiting potential synergies between modalities

remains a compelling avenue for future research. Even though this was partially done with Setup2, the

development of more sophisticated multimodal fusion techniques could enable a more comprehensive

integration of information across different sensor sources, potentially yielding further performance

gains. Scalability to large-scale datasets and applicability in real-world deployment scenarios are vital

considerations for the practical utility of the technique. To this end, future research should prioritize

refining the method’s efficiency and robustness in diverse real-world settings, facilitating its seamless

integration into practical applications across domains.

174



9.9 Conclusion

Expanding the technique’s versatility and usefulness could involve extending it to encompass transfer

learning and personalized model scenarios. This broader scope could cater to diverse application needs

and user-specific requirements, enhancing the technique’s adaptability and applicability. For example,

given our findings, sometimes it might make sense to do domain adaptation first and personalize a

model to target users in a target domain rather than directly personalizing a model. These directions

need further investigation. Additionally, the technique’s application has been primarily centered

around time series data processed through time windows, as is customary in this context across many

studies [566, 324, 485, 24]. Future research could explore its adaptability when confronted with raw time

series data alongside convolutional neural network-based feature extraction, similar to how multimodal

data are handled in [569]. This expansion would offer insights into the method’s effectiveness under

different data representations and processing techniques. Furthermore, while the technique has been

demonstrated within the domain of mobile sensing, its fundamental principles render it applicable to

various tabular datasets with multimodal attributes, extending beyond mobile sensing applications.

Future investigations could explore its utility across diverse domains, enriching the understanding of

its generalizability and impact. Finally, it is also worth noting that the set of results we included in the

chapter is the core set of results that would allow us to convey the idea and feasibility while adhering

to page limits and conciseness. Hence, there are aspects such as different percentages of data splits

for Setup2 and optimizing λm as a hyper-parameter (which could be expensive computationally) that

could be explored in future work, in more detail. Moreover, while datasets to explore our research

questions are limited, the technique’s generalizability for other inferences and datasets with different

source-target domain pairs could be explore in future work. In conclusion, while the proposed domain

adaptation technique exhibits promising results, these limitations and unexplored avenues provide the

impetus for further research and innovation, fostering the continuous evolution and advancement of

multimodal domain adaptation methodologies in the context of mobile sensing and beyond.

9.9 Conclusion

In this chapter, we explored the effectiveness of a multi-branch domain adaptation technique for

multimodal mobile sensing data. Our experiments on the MUL and WEEE datasets highlight the

adaptability of the approach through parameter customization, leading to enhanced performance and

generalization. The results underscore the need for tailored adaptation strategies, while the distinction

between subjective and objective tasks emphasizes the role of ground truth quality. The technique’s

potential for scenarios with limited labeled data and its applicability to practical settings further

demonstrate its significance. However, challenges remain, and future research should focus on refining

the technique’s scalability, real-world deployment, and fusion of multimodal data. As mobile sensing

gains momentum in various domains, this study contributes to the advancement of unsupervised

domain adaptation with M3BAT architecture, with potential implications for a wide range of real-world

machine learning applications.
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10.1 Summary of Contributions

This thesis represents an in-depth exploration into the realm of multimodal mobile sensing. It un-

covered the potential of smartphone sensors in understanding various facets of everyday life and

human behavior, emphasizing the critical challenges of generalization and personalization of models.

From discerning drinking social contexts and food consumption levels to identifying eating events and

inferring mood, this thesis contributes both empirically and methodologically to the fields of ubiqui-

tous computing and digital health. Moreover, by addressing the issue of model generalization across

different source and target domains and proposing innovative domain adaptation techniques, this

thesis provided advances towards the practical implementation of mobile sensing models in real-world,

diverse environments, ultimately enhancing their utility and impact.

Chapter 2 introduced two mobile sensing in the wild data collections for which we contributed specific

design elements as part of a large team of partners. These data were collected during pilots of the

European WeNet project, with the aim of understanding the everyday behavior and well-being of

young adults. The first dataset (MEX) was collected from over 80 college students in Mexico. The

second dataset (MUL) was a multi-country dataset from 8 countries (Italy, Denmark, UK, India, China,

Mongolia, Mexico, and Paraguay). This dataset was collected from over 680 college students across

these countries. Most of the work in this thesis builds upon these two datasets, in addition to using two

other datasets from previous work.

Chapter 3 studied mobile sensing capabilities to infer social contexts, particularly focusing on the

drinking behavior of young adults. By analyzing data collected from 241 young adults during weekend

nightlife in Switzerland, we unveiled the potential of smartphone sensor data to discern diverse drinking

social contexts with reasonable accuracy. These findings have the potential for future interventions

related to alcohol-drinking behavior, emphasizing the importance of incorporating social context

information.

Chapter 4 investigated into eating behavior, bridging the gap between traditional nutritional research

and smartphone sensing. Our study, involving 84 college students in Mexico, introduced the novel

concept of inferring self-perceived food consumption levels using passive smartphone sensing data

and personalized machine learning models. By uncovering associations between sociability, activity

types, and food consumption, we presented a potential direction to improve context-aware mobile

food diaries. This research has the potential to be used as part of user-friendly food diary applications
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that rely on smartphone data to infer food consumption levels, reducing user burden and increasing

data quality for self-tracking tools, personalized interventions, and public health studies.

Chapter 5 again focused on eating behavior. Hence, we demonstrated how smartphone sensors can

distinguish between eating and non-eating events as standalone devices. Through meticulous analysis

of data from 58 college students, we established that time of day and various sensor modalities can

serve as indicators of eating events. We also demonstrate the feasibility of leveraging these relationships

to infer eating events with personalized machine learning models. Our work not only contributes

to scalable sensing-based eating studies but also opens doors for interventions related to healthy

eating practices, effectively supporting users in monitoring their food consumption in mobile health

applications, including mobile food diaries.

Chapter 6 delved into eating behavior and its intricate interplay with mood, an under-explored area

within mobile sensing. By leveraging data from college students, we found that generic mood inference

models trained with data collected for varying contexts struggle to generalize to specific contexts like

eating occasions. Further, this chapter also underscored the need for personalized approaches for

mood inference, especially when dealing with limited label settings. Through a novel community-

based personalization technique, we demonstrated the feasibility of inferring mood-while-eating with

reasonable accuracy, contributing to context-aware and personalized mobile health applications.

After exploring a situation where model generalization comes into question, the thesis studied model

generalization further in Chapter 7, where we looked into the problem of cross-country generalization.

Utilizing data from eight countries, we examined the performance of mood inference models in diverse

geographical contexts. We also introduced a coherent approach to understanding generalization

for different source-target domain pairs with country-specific, country-agnostic, and multi-country

approaches. The findings revealed the challenges of cross-country generalization and highlighted

the importance of country-specific models, emphasizing the significance of considering geographical

diversity when developing mobile sensing models. We also emphasized how models underperform in

an unseen country, even after personalizing the model to an extent with re-training or fine-tuning. We

also highlighted the need for domain adaptation techniques, focusing on multimodal mobile sensing

data, due to distributional shifts across domains.

In Chapter 8, we used the same analytical framework as in the previous chapter and extended our

understanding of human behavior recognition to encompass complex daily activities. Through the

analysis of data from five countries, we defined a 12-class recognition task, emphasizing the significance

of detecting complex daily activities in today’s evolving lifestyles. The chapter not only showcased the

potential of multimodal smartphone sensors, but also underscored the importance of considering

geographical diversity for context-aware applications. Furthermore, we emphasized the need for

domain adaptation and generalization in multimodal sensing settings in tackling distribution shifts,

similar to the previous chapter.

Finally, Chapter 9 introduced a novel architectural solution to address the issue of generalization

and distribution shifts in mobile sensing models. Building upon the lessons learned from previous

chapters, we proposed the M3BAT architecture for unsupervised domain adaptation in multimodal

mobile sensing. Our extensive experiments across various domains, including both classification and

regression tasks, underscored the effectiveness of M3BAT in adapting models to unseen domains, and

represent a first step towards deploying these models in diverse real-world scenarios for better model

generalization.
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10.2 Limitations and Future Work

In all the chapters, we discussed many limitations and future directions specific to those chapters.

Here, we summarize some commonly emerging areas.

10.2.1 Data Imbalance, Diversity, and Sampling Biases

Addressing multifaceted challenges such as data imbalance, diversity, and sampling biases is pivotal

to advancing the robustness and fairness of multimodal mobile sensing models. While this thesis

briefly looked at model personalization with limited labeled data availability (Chapter 6), this thesis

did not specifically look into data imbalance. Hence, we used available techniques such as SMOTE,

undersampling, and oversampling to handle the situation across many sections. However, researchers

should delve into advanced data augmentation techniques for mobile sensing. Generative Adversarial

Networks (GANs) and self-training algorithms [157], for instance, can be explored to deal with imbal-

anced datasets. These techniques generate synthetic data instances to supplement underrepresented

classes, improving the model’s ability to generalize across diverse behavioral patterns.

Furthermore, fostering collaborations with research groups worldwide is crucial. A global approach

to data collection will facilitate the acquisition of datasets that transcend geographical and cultural

boundaries. While such efforts are being orchestrated in clinical domains such as Sepsis prediction [351,

311, 499], in mobile sensing, much more coordination and discussion is needed to initiate such an effort.

The large-scale data collection campaigns in multiple countries, with the WeNet project (Chapter 2) is a

testament to studies in this direction. It is essential to acknowledge that behaviors and emotional cues

can significantly differ across countries and other situated contexts. By collaborating with researchers

from different regions, we can ensure that mobile sensing models are not only sensitive to these

differences but also respectful of cultural nuances. Hence, diversity in data collection is essential, as

highlighted in Chapter 7 and Chapter 8.

Beyond country diversity, the scope of data collection should extend to cover diverse contextual

settings. As highlighted in Chapter 6, the contextual underpinning of data collection could have a large

effect on model generalization. Even though this aspect has rarely been discussed in prior work, it is

imperative that future work look into this crucial aspect. Moreover, by considering different age groups,

varying lifestyles, and groups of individuals with different conditions, researchers can capture a more

holistic view of human behavior. This multifaceted approach to data diversity will not only enhance

the generalizability of behavioral analysis models but also contribute to their ethical and equitable

applications in real-world scenarios.

While several steps were taken in this thesis to enhance data quality and reduce biases in collecting

self-reports, more work is needed to mitigate sampling biases. Researchers should explore visual or

audio-based verification methods, such as image, video, or audio analysis, to validate self-reported

data points effectively. Such techniques might also require privacy protection considerations. This

approach enhances the credibility of collected data, especially in scenarios where self-reports are

prone to exaggeration or underreporting. Furthermore, the development of techniques for passive

verification of self-reports through sensor data analysis is crucial. This will minimize the reliance on

user-generated reports, reducing the potential for biased or inaccurate data for both model training

and validation.
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10.2.2 Privacy and Ethical Considerations

Privacy and ethical considerations present significant challenges and opportunities for future work

in this field. As mobile sensing-based behavioral understanding delves deeper into understanding

human actions and emotions, the potential invasion of privacy escalates. Striking a delicate balance

between extracting valuable insights and respecting individuals’ privacy is essential. Future research

should emphasize the development of robust anonymization and aggregation techniques to ensure

data is utilized in a way that maintains privacy. Moreover, establishing clear ethical guidelines and

standards for data collection, storage, and usage is paramount. This includes obtaining informed

consent, transparently communicating data usage, and implementing mechanisms for individuals to

have control over their data. Addressing these concerns will not only fortify the credibility of behavioral

analysis research but also ensure that the benefits of this technology are ethically grounded and widely

accepted.

10.2.3 Generalization, Distribution Shift, and Cross-Cultural Analysis

Overcoming the multifaceted challenges of generalization, distribution shift, and cross-cultural analysis

is crucial for the practical deployment of multimodal mobile sensing systems. While we presented

M3BAT architecture in Chapter 9, researchers should dedicate more efforts to developing multimodal

domain adaptation techniques tailored explicitly for sensing data. These techniques should emphasize

joint alignment strategies for multiple data modalities, ensuring that models adapt seamlessly to

changing domains.

Understanding the temporal dynamics of distribution shift is also essential. This has been initially

examined by Xu et al. [569], in a recent study. Hence, longitudinal studies that examine individuals over

extended periods will help uncover how behavior evolves over time and its implications for domain

adaptation. These longitudinal datasets are particularly valuable for healthcare applications, where

tracking behavioral changes over time is vital for early diagnosis and intervention.

As we have shown in Chapter 7 and Chapter 8, cultural nuances can also impact distribution shifts to

a considerable extent. Therefore, conducting cross-cultural studies and integrating cultural factors

into domain adaptation models will be vital to addressing this limitation comprehensively. Hence,

future models should not only adapt to changes in behavior but also be sensitive to cultural variations,

ensuring their relevance and effectiveness across diverse populations.

10.2.4 Feature Extraction and Interpretability

Enhancing feature interpretability is pivotal for the practical utility of multimodal mobile sensing

models, especially when moving toward clinical relevance in certain applications. In this thesis, we

limited ourselves to typical feature engineering techniques aligning with prior studies. However, in

future work, researchers should invest in sophisticated feature engineering methods that capture

both high-level behavioral aspects and low-level sensor data characteristics. Feature engineering can

encompass the extraction of meaningful features from raw sensor data, such as identifying patterns

in accelerometer data indicative of specific activities or behavioral states. In another direction, with

the emergence of deep learning, many studies are also exploring the use of raw time series data from

multimodal sensors for automatic feature extraction [569, 315, 85]. While they work effectively for

a limited number of sensing modalities, handling a large number of modalities, as we commonly

encounter in mobile sensing, remains challenging. Hence, more work could also be done in this
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direction while also ensuring interpretability.

10.2.5 Clinical Validity of Prediction Outcomes

Most of the inferences used in this thesis lack clinical validity, and are self-reports. However, this is

common practice in the domain of ubiquitous computing where clinical validity is not always the

ultimate goal [325]. While such clinical validity is not essential for social context inference, complex

daily activity recognition, and energy expenditure estimation because they have value in other dimen-

sions such as user experience and general well-being, ensuring the clinical validity of mood inferences

is fundamental for many healthcare applications. Hence, researchers should focus on integrating

established clinical instruments for mood assessment into data collection protocols. The inclusion of

instruments like the Positive and Negative Affect Schedule (PANAS) [553] or the Patient Health Ques-

tionnaire (PHQ-9) [299] (used for quantifying depression) will facilitate a direct comparison between

model-based inferences and clinically validated assessments. This ensures that the models provide

meaningful and actionable insights to healthcare professionals.

Additionally, expanding mood inference models to encompass both valence and arousal dimensions,

as per the circumplex mood model, is an improvement to collecting only the first dimension, as we

did here [445]. Valence represents the positivity or negativity of an emotional state, while arousal

indicates its intensity. While prior work in mobile sensing focused on both these aspects [285, 468],

the cross-country analysis we provided only focused on valence due to ground truth availability.

Hence, future work should also look into arousal, which would allow a holistic understanding of

mood. Understanding these dual dimensions of mood during various behavioral contexts is crucial for

providing more clinically relevant insights, especially in settings where precise mood assessment is

critical, such as mental health diagnosis and treatment planning.

10.2.6 Transfer Learning and Personalization

The future of mobile sensing-based behavioral analysis models lies in their adaptability to various

contexts and user groups. Transfer learning techniques should be explored to enable models to leverage

knowledge from one domain or user group to enhance their performance in another, as discussed in

Chapter 4. This can significantly reduce the resource-intensive process of training models from scratch

for each unique scenario. Additionally, personalization methods should be at the forefront of research

efforts. However, there is a lack of mobile sensing research on model personalization. These methods

will allow behavioral analysis models to cater to individual needs and preferences, making them more

valuable in real-world applications. By understanding and adapting to the unique behavioral traits

and emotional responses of individuals, these models can provide tailored insights and interventions,

fostering better mental health, well-being, and personal development. This focus on adaptability and

personalization will be central to unlocking the full potential of behavioral analysis in a multitude of

contexts, ensuring that it genuinely serves the needs of individuals and diverse user groups.

10.2.7 Scalability and User-Friendliness

Ensuring the scalability and real-world applicability of multimodal mobile sensing-based behavioral

analysis models is paramount for their widespread adoption. The models used in this thesis solely

focused on server-based training with large datasets. Future efforts should focus on optimizing model
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training and deployment processes to accommodate large-scale datasets efficiently. This includes

exploring distributed computing solutions and cloud-based infrastructure to handle the computational

demands of training complex models. To this end, Federated Learning has been explored in recent

work to allow distributed training while also preserving user privacy [287].

Moreover, user-friendliness should be a key consideration in the design of mobile sensing systems.

These systems should be accessible and intuitive for a wide range of users, including healthcare

professionals, educators, and individuals seeking self-improvement. User-friendly interfaces and

integration into existing platforms or applications will facilitate the seamless adoption of behavioral

analysis technology across diverse industries and domains, enhancing its practical utility. This is

especially needed since the progress in this direction is limited, except for mobile health applications

integrated with smartwatches.
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A.1 Feature Groups Used in Different Inference Models (Chapter 5)

Table A.1: Feature Groups Used in Different Inference Models

Table Feature Group Features
Table 5.2 F1 screen_on_count, screen_off_count, facebook, whatsapp, googlequicksearchbox,

microsoft_launcher, instagram, youtube, chrome, spotify, android_dialer, youtube_music,
battery_level, charging_true_count, charging_false_count, charging_ac, charging_usb,
charging_unknown, minutes_elapsed, hours_elapsed, weekend, acc_x_bef, acc_y_bef,
acc_z_bef, acc_x_aft, acc_y_aft, acc_z_aft, acc_yabs, acc_zabs, acc_xabs_bef, acc_yabs_bef,
acc_xabs_aft, acc_yabs_aft, acc_zabs_aft, radius_of_gyration

F3 screen_on_count, screen_off_count, facebook, whatsapp, googlequicksearchbox,
microsoft_launcher, instagram, youtube, chrome, spotify, android_dialer, youtube_music,
charging_true_count, charging_false_count, charging_ac, charging_usb, charging_unknown,
minutes_elapsed, hours_elapsed, weekend, acc_z_bef, acc_x_aft, acc_z_aft, acc_yabs,
radius_of_gyration

F7 googlequicksearchbox, microsoft_launcher, instagram, youtube, charging_false_count
Table 5.3 F1 screen_on_count, screen_off_count, facebook, whatsapp, googlequicksearchbox,

microsoft_launcher, instagram, youtube, chrome, spotify, android_dialer, youtube_music,
battery_level, charging_true_count, charging_false_count, charging_ac, charging_usb,
charging_unknown, minutes_elapsed, hours_elapsed, weekend, acc_x_bef, acc_y_bef,
acc_z_bef, acc_x_aft, acc_y_aft, acc_z_aft, acc_yabs, acc_zabs, acc_xabs_bef, acc_yabs_bef,
acc_xabs_aft, acc_yabs_aft, acc_zabs_aft, radius_of_gyration

A.2 WEEE Dataset Features from [18] (Chapter 9)

Table A.2: Summary of the features used in the analysis.

Modality Description

Accelerometer
Statistical features calculated using tsfresh [95]: sum_values, median, mean, length,
standard_deviation, variance, root_mean_square, maximum, absolute_maximum, minimum

Gyroscope
Statistical features calculated using tsfresh [95]: sum_values, median, mean, length,
standard_deviation, variance, root_mean_square, maximum, absolute_maximum, minimum

Photoplethysmography
Features derived using HeartPy [169]: bpm, ibi, sdnn, sdsd, rmssd, pnn20,
pnn50, hr_mad, sd1, sd2, s, sd1/sd2, breathingrate
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A.3 Selecting an Initial Threshold for Target Users with MEX dataset

(Chapter 6)

Figure A.1: Averaged threshold distribution difference between target users and three threshold value
distributions of MEX dataset

The threshold selection process when discovering the community is a bit time-consuming. For example,

we used over twenty th values and trained models and selected the th that gave the highest accuracy.

However, in real-world deployments, having a long list of thresholds in the very beginning could make

the process of creating a model impractical. Hence, a way to estimate a good threshold is required.

Given that each target user has different communities, corresponding to different thresholds (which

can vary between 0 and 1), we need a threshold-searching algorithm to find the ideal threshold value.

Figure A.1 shows the absolute value of threshold distribution difference between the averaged optimum

threshold value of target users (0.77) and three threshold value distributions: (i) Community: averaged

threshold values of the community where each user in the community yields the highest accuracy. (ii)

Most-Similar-User: averaged threshold values of the most similar user (obtained using the similarity

metric) of each target user, where the most similar user yields the highest accuracy (this is a fixed value

of 0.88). (iii) Max-Avg: Averaged threshold values corresponding to the maximum accuracy obtained

for all the users (this is a fixed value of 0.78 – see Figure 6.4a MAX column). In each of the given three

distributions, the one that shows the minimum difference (Max-Avg) can be taken as the first best

option when selecting a threshold value for each new user, which can be used to optimize the threshold

selection process. The conclusion from this analysis is it is always better to use the Max-Avg of other’s

thresholds (th = 0.78 for this set of users) as a th for any new user as it yields the lowest difference

compared to the best threshold that can be obtained for any user. By using this average value as the

threshold for any new user, the resource-consuming threshold selection process can be eliminated in

the very beginning. In addition, this value provides a reasonably high performance compared to both

PLMs and HMs. However, note that this dynamic might change for other datasets and users.
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A.4 Algorithm for Data Aggregation (Chapter 6)

Algorithm 1: User-based Data Aggregation

Data:
u: a single user where u ∈U ; U : all the users in the dataset.
f : a single feature where f ∈ F ; F : all the features in the dataset.
Du : the dataset of a user u where Du ∈ D ; D : complete dateset.
Result:
Uag g r : user-based data aggregated matrix of size (|U |× |F |)

1 Uag g r = [ ]|U |×|F | ; // Initialize user-based data aggregated matrix
2 for u in U do
3 Du =GetUser Dat aM atr i x(D,u) ; // Get all the row vectors(1x|F|) of the

user u
4 uag g r = [ ]1×|F | ; // Initialize aggregated user vector
5 for f in F do
6 uag g r [ f ] = MeanV al ueO f Column(Du , f ) ; // Get mean of column f for each

user
7 end
8 Uag g r [u] = uag g r

9 end
10 Retur n(Uag g r )
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A.5 Algorithm for Community Detection (Chapter 6)

Algorithm 2: User-Level-Community Detection

Data:
U ,u same as Algorithm 1
T : pre-defined threshold array. th: selected threshold value where th ∈ T
Uag g r : return value of Algorithm 1
Si mU : similarity matrix of all the users of size (|U| × |U|)
Si mut : similarity vector of the target user ut of size (1 × (|U|-1))
Result:
Uut : community of the target user ut

1 Si mU = [ ]|U |×|U | ; // Initialize user-similarity matrix
2 Si mU =Cosi neSi mi l ar i t y(Uag g r ) ; // Calculate the similarity metric among all

user pairs
3 Si mut =GetUser Si mi l ar i t yV ector (Si mU ,ut ) ; // Get similarity vector of the

target user
4 Uut = Empt y Ar r ay() ; // Initialize the community matrix of the target user
5 for u in (U −ut ) do
6 Cor ru = Si mut [u] ; // Get similarity value between ut and u
7 if Cor ru ≥ th then
8 Uut = Append(Uut ,u) ; // Append user u to the community of the target

user
9 end

10 end
11 Retur n(Uut )
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A.6 MEX Dataset Features (Chapter 2)

Table A.3: Summary of Mobile Sensing Features Extracted from Smartphone Sensors

Sensor Sensor Description
– Acronym (# of fea-
tures)

Example Features

Location

Using location data, the radius of gyration [581, 37] associated with the one-hour episode was
calculated. It is a commonly used metric in UbiComp research. Moreover, in the calculation,
location coordinate values were lowered in precision for location privacy reasons (using only four
decimal points).

– LOC (1) radius_of_gyration

Accelerometer

For each ten-minute time window of the day, features that represent the mean of all values and
the mean of absolute values (abs) were generated using accelerometer data for axes x, y, and z
separately. Using them, values corresponding to the one-hour eating/non-eating event windows
were calculated by taking the mean of six ten-minute time bins. Further, by using the half an hour
before and after the Tanc , more features were generated that correspond to the time before (bef)
and after (aft) the eating time [330].

– ACC (18) considering the one-hour window: accx , accy , accz , accx abs, accy abs, accz abs
before and after Tanc : accx bef, accy bef, accz bef, accx abs_bef, accy abs_bef, accz abs_bef, accx aft,
accy aft, accz aft, accx abs_aft, accy abs_aft, accz abs_aft

Application
Prior Ubicomp studies have used app usage as a proxy for the behavior of participants [454].
Similarly, the ten most frequently used apps in the dataset were selected. Then, for each hour of
consideration, whether each app was used during the episode was derived.

– APP (10)
facebook, whatsapp, instagram, youtube, chrome, spotify, android dialer, youtube music, google
quick search box, microsoft launcher

Battery

Battery level and charging state have been used as proxies for smartphone usage behavior, which
also represents the behavior of study participants [30, 5]. Hence, the average battery level during
the one hour was calculated. In addition, whether the phone is charging or not was detected
together with a possible source (ac - alternative current, USB, or unknown).

– BAT (6) battery_level, charging_true, charging_false, charging_ac, charging_usb, charging_unknown

Screen
Similar to prior work [5, 30], screen-on and screen-off events during the one-hour time window
were calculated.

– SCR (2) screen_on, screen_off

Date and Time
The hour of the day and the minute of the day were derived. In addition, another feature captures
whether the day is a weekend or not. Prior work has shown that the behavior (e.g., mobility, food
consumption, etc.) of people could differ significantly during weekdays and weekends [326].

– TIME (3) hours_elapsed, minutes_elapsed, weekend
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