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1Idiap Research Institute, Martigny, Switzerland
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ABSTRACT
Coded aperture imaging is an emerging technique allowing
thin form factor cameras that can be cheaply constructed.
Many applications benefit from using such lensless cameras,
such as face recognition. We propose a method for face
recognition using coded aperture images that does not require
retraining any component of the face recognition pipeline, but
instead applies post-processing to the images with deep learn-
ing refinement so that they are compatible with existing face
recognition for RGB images. We generate training data with
a simulation process, based on the convolutional model of a
lensless camera, and train a neural network to reconstruct face
images. We train our network with a multi-term loss func-
tion to refine identity information in the reconstructed face
image. We provide extensive experiments on different face
recognition datasets, including LFW, CA-LFW, CP-LFW,
AgeDB, FERET, and FRGC, showing the effectiveness and
generalization of our proposed method. Our source code will
be made available publicly to facilitate the reproducibility of
our work.

Index Terms— Biometrics, Coded Aperture Camera,
Lensless Imaging, Face Recognition, Embeddings

1. INTRODUCTION

Originally developed for astronomical imaging, notably for
X-ray and gamma-ray wavelengths [1, 2, 3, 4], coded aperture
(a category of lensless) imaging is an extension of the princi-
ple of a pinhole camera. A coded aperture camera, by its con-
struction, is much simpler to manufacture than a traditional
camera with lenses or stacks of lenses. Its flat form factor can
enable integration where normal cameras would not be feasi-
ble to fit. For example, integration in bidirectional (emitting
and sensing) displays could be possible, thanks to flexible and
transparent properties provided by a selective choice of ma-
terial and design [5]. It is also possible to recover additional
information about the scene, such as depth or spectral content.
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Fig. 1: Samples from FFHQ and their reconstructed versions

Coded aperture cameras also show several inherent limita-
tions. Firstly, they collect less light than lensed cameras, due
to the opaque elements of the optical mask. Secondly, several
physical parameters, including camera pixel pitch, mask fea-
ture size, object size, and mask-to-sensor distance, may limit
the resolution of the reconstructed image. These parameters
are strongly dependent on the use-cases, and may thus not be
freely adjustable. Visual artifacts often appear in the recon-
structed images, and contrast is related to the sparsity of the
scene. Despite these limitations, new possibilities for near-
infrared or visible imaging with coded aperture cameras have
recently been enabled by combining their multiplexing prop-
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Fig. 2: Block diagram of our method: we first reconstruct the encoded sensor image with deconvolution. Then, the image
reconstruction network improves the quality of the reconstructed image. The output image can be used with an off-the-shelf
face recognition network.

erties with deep-learning-based models [6, 7, 8, 9, 10].
Face recognition is a challenging application to tackle,

and is mostly applied on RGB images, which are taken with
traditional lensed cameras. Nevertheless, [11] has shown
high-accuracy face detection and verification using images
taken with a FlatCam [12] device. Their approach used
deep-learning-based methods to perform these tasks directly,
which requires large databases for training. They compared
two means of collecting data: the first is to capture a computer
display showing a face image, and the second is to simulate
the effect of a coded aperture mask on a clean image, purely
synthetically. While they reported a better generalization for
the display captured images compared to the synthetic ones,
the accuracy difference is only 3%, showing the feasibility
of using only synthetic data for training deep-learning-based
models for face recognition. In [13], authors proposed a
coded aperture camera system for face recognition that main-
tains high accuracy while preserving the subjects’ privacy, by
optimizing the mask design towards both objectives. Their
approach makes privacy attacks by image reconstruction
harder because of the larger open regions in the masks. In
[14], high-resolution face images were generated based on
extracted identity features in a coded aperture camera system.

In this paper, we propose a method for face recognition
using coded aperture cameras that does not require any com-
ponent of the face recognition pipeline to be retrained or fine-
tuned. We achieve this by first reconstructing the encoded
sensor images by deconvolution with the point spread func-
tion (PSF) of the camera. We then train a post-processing im-
age reconstruction network, based on UNet [15], with three
loss functions designed to produce a high-quality output im-
age, in which the identity of the subject is maintained. The
processed images can afterward be used in an off-the-shelf
face recognition pipeline with no further adaptation. Follow-
ing [11], we synthesize our sensor images with a known PSF.
In contrast to [13], however, we select a mask design that
maximizes the quality of the reconstructed images after de-
convolution. We provide extensive experiments on different
benchmarking datasets, including LFW, CA-LFW, CP-LFW,
AgeDB, FERET, and FRGC, demonstrating the effectiveness
of our proposed method for face recognition using lensless
imaging. Fig. 1 shows sample images for lensless camera and

their reconstructed face images using our proposed method.
The rest of the paper is structured as follows. Our method-

ology is presented in detail in Section 2. We present and dis-
cuss experiments in Section 3. Finally, the paper is concluded
in Section 4.

2. METHODOLOGY

In this section, we describe our proposed method for face
recognition based on lensless imaging. First, we describe
how we generate synthetic sensor images in Section 2.1, and
then how to reconstruct the images with deconvolution in Sec-
tion 2.2. Finally, our face reconstruction network is presented
in Section 2.3. Fig. 2 shows the block diagram of the pro-
posed method.

2.1. Simulating Coded Aperture Images

To train face reconstruction networks, very large databases
(starting at hundreds of thousands of images) must be col-
lected, each original image with its associated ground-truth
target. For face applications, many subjects are required for
sufficient diversity and this huge scale renders any experi-
mental data collection prohibitively expensive. Thankfully, it
has been shown by [11] that generating training databases of
lensless images synthetically, by applying the forward cam-
era model on clean images, is a viable option and generalizes
well to images captured with a real lensless camera.

Following the convolutional model of lensless imaging,
we can obtain synthetic sensor images by convolving the face
picture with the PSF of the optical system:

y = x ∗ PSF, (1)

where x is the original image, or the scene, PSF is the
PSF of the camera, y is the resulting sensor image and ∗ de-
notes the 2D convolution. The PSF of the camera can easily
be obtained by placing a point light source in front of the cam-
era.

2.2. Image Reconstruction via Deconvolution

Using to the convolution theorem, we generate synthetic sen-
sor images by multiplying in the Fourier domain:



y = F−1(F(PSF )F(x)). (2)

To reconstruct the face image x̂, we apply deconvolution
by inverting equation 2, which would usually be expressed
as a division by the PSF in the Fourier domain. However,
division in Fourier has the side effect of increasing high-
frequency noise. Thus, we instead multiply by the conjugate
for reconstruction:

x̂ = F−1(F(y)F(PSF )). (3)

2.3. Face Reconstruction via Neural Network

Having a dataset of N face images (i.e., RGB images)
{xi}Ni=0, we can generate a dataset of lensless camera and
corresponding RGB images D = {(xi, yi, x̂)i}Ni=0 using
Eqs. 2,3, where yi and x̂i are image by lensless camera and
reconstructed images using Eq. 3 (deconvolution), respec-
tively. To reconstruct face images from the reconstructed
images after deconvolution, we use a convolutional neural
network based on UNet [15] and train it with a multi-term
loss function, including:

• Mean Squared Error (MSE): We use the Mean Squared
Error (MSE) loss term using the square of ℓ2-norm of
the reconstruction error to minimize the reconstruction
error of the generated face image:

LMSE(x, x̂UNet) = ||x− x̂UNet||22, (4)

where x̂UNet is the reconstructed face image by our net-
work.

• Learned Perceptual Image Patch Similarity (LPIPS):
To further improve reconstruction quality, we use the
Learned Perceptual Image Patch Similarity (LPIPS) [16]
loss:

LLPIPS(x, x̂UNet) = ||P (x)− P (x̂UNet)||22, (5)

where P (.) is a pretrained feature extractor model
based on VGG-16 [17].

• ID loss: We also use a pretrained face recognition
model F (.) and minimize the ℓ2-norm of the difference
between the embeddings extracted from the original x
and reconstructed x̂ face images:

LID(x, x̂UNet) = ||F (x)− F (x̂UNet)||22, (6)

We use a weighted summation of these loss terms as our
total loss:

L = LMSE + αLLPIPS + βLID, (7)

where α and β are hyperparamters. We experimentally found
that α = 1 and β = 0.05 perform the best and we use these
values for our final loss function. We train our face recon-
struction network using the Adam [18] optimizer with the ini-
tial learning rate of 0.1.

3. EXPERIMENTS

3.1. Experimental Setup

Mask Design: Since our method relies on an existing face
recognition pipeline, we choose a mask design that provides
a quality as high as possible after deconvolution. To this
end, we simply use a randomly distributed binary mask, of
256 × 256 features. This size was chosen to be close to tra-
ditionally used sizes for face recognition models, and also to
be easily fabricated, even though all data in our experiments
is synthetically generated.
Databases: We use the Flickr-Faces-HQ (FFHQ) [19] dataset
for our training, which consists of 70,000 face images. We
randomly split this dataset into train (90%) and validation
(10%) for training our face reconstruction network. We evalu-
ate the trained model on four different benchmarking datasets,
including Labeled Faces in the Wild (LFW) [20], Cross-age
LFW (CA-LFW) [21], Cross-Pose LFW (CP-LFW) [22],
AgeDB-30 [23], Face Recognition Technology (FERET)
[24], and Face Recognition Grand Challenge (FRGC) [25]
datasets. To maintain consistency with prior works, we report
recognition accuracy values on the LFW, CA-LFW, CP-LFW,
and AgeDB-30 datasets, and report receiver operating charac-
teristic (ROC) curve for evaluation on the FERET and FRGC
datasets.
Implementation Details: We use ArcFace [26] with IRes-
net100 backbone as the RGB face recognition model in our
experiments. We used the PyTorch package in our implemen-
tations. The source code of our experiments is publicly avail-
able to help reproduce our results1.

3.2. Analysis

We train our face reconstruction network as described in Sec-
tion 2 using the FFHQ dataset. Then, we evaluate the per-
formance of our method on LFW, CA-LFW, CP-LFW, and
AgeDB-30 datasets. Table 1 compares the recognition perfor-
mance when applying ArcFace as an off-the-shelf face recog-
nition model on deconvolution of images from the coded-
aperture camera and our face reconstruction network. As the
results in this table show our proposed face reconstruction
network enhances identity information in reconstructed face
images. In addition, the results in this table show the effec-
tiveness of our method and generalization in a cross-dataset
evaluation.

Benchmarking our method on the FERET [24] and
FRGC [25] databases, shown as a receiver operating char-
acteristic (ROC) curve in Fig. 3, also shows significant im-
provements of True Match Rate (TMR) across the range of
False Match Rates (FMR) compared to the bare deconvolu-
tion images.

1Available at https://gitlab.idiap.ch/biometric/code.face rec lensless

https://gitlab.idiap.ch/biometric/code.face_rec_lensless


Table 1: Face recognition accuracy for different types of im-
ages.

Image Type LFW CA-LFW CP-LFW AgeDB

Original RGB 99.85% 95.63% 91.80% 98.20%

Reconst. Deconv 81.55% 70.28% 61.83% 71.90%
UNet 94.22% 86.95% 75.52% 87.57%

(a) FERET

(b) FRGC

Fig. 3: Receiver operating characteristic (ROC) curves on
FERET and FRGC databases

3.3. Ablation Study

Loss Function: To investigate the effect of each loss term in
our proposed method we apply an ablation study and evaluate
the performance of our method using different loss functions.
As the results in Table 2 show each loss term in training our
network improves the recognition accuracy of our method. In
particular, ID loss improves the recognition accuracy of our
model. The LPIPS term also contributes to the visual quality
of reconstructed face images.
Mask Design: To study the effect of parameters in the mask
design, we implement an ablation study and evaluate the
performance of our method with different mask parameters.

Table 2: Ablation study on the effect of loss function

Loss LFW CA-LFW CP-LFW

LMSE 92.25% 83.15% 72.85%
LMSE + αLLPIPS 91.63% 83.28% 72.03%
LMSE + αLLPIPS + βLID 94.22% 86.95% 75.52%

Table 3: Ablation study on the effect of number of mask fea-
tures

No. LFW CA-LFW CP-LFW

32 94.37% 84.05% 73.20%
64 95.15% 88.58% 76.75%
128 94.03% 86.82% 75.53%
256 94.22% 86.95% 75.52%

Table 4: Ablation study on the effect of mask sparsity

Sparsity LFW CA-LFW CP-LFW

30% 96.18% 88.33% 76.47%
40% 94.32% 87.02% 75.90%
50% 94.22% 86.95% 75.52%
60% 93.78% 86.32% 75.15%
70% 94.42% 86.60% 75.78%

First, we explore the effect of number of features in sensor
mask for 32, 64, 128, and 256 features, shown in Table 3. As
the results in this table show 64 features is the best overall
performing choice, although the difference is not very large,
and there is a sharp decrease in performance with 32 features,
indicating that too few features is not useful. Using a random
distribution for the mask pattern allows us to freely select
its sparsity as well, contrarily to a MURA pattern, which is
fixed at 50%. Therefore, as a new experiment, we explore
30%, 40%, 50%, 60%, and 70%. The results are reported in
Table 4. While the best performing parameter is 30%, a low
sparsity mask will in practice let less light through to the sen-
sor, which is less desirable in practice. We should note that
there are still some paramters which may affect the perfor-
mance in real applications, such as mask-to-sensor distance,
pixel/feature size, or illumination, which can be studied in
future work.

4. CONCLUSION

In this paper, we proposed a new method for face recognition
using coded aperture cameras. In our proposed method, we
reconstruct RGB face images from coded aperture images and
use an off-the-shelf face recognition model. Therefore, our
proposed method does not require any component of the face
recognition pipeline to be retrained or fine-tuned. We first
reconstruct sensor images by deconvolution with the point
spread function (PSF) of the camera. Then, we train a post-
processing image reconstruction network, based on UNet, us-
ing a multi-term loss function. We synthesized our training
dataset to train our model using a known PSF, which is shown
that can be used in real-world cameras and can be manufac-
tured. We provide extensive experiments on different bench-
marking datasets, demonstrating the effectiveness of our pro-
posed method for face recognition using lensless imaging and
generalization on different datasets.
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