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Abstract

Foundation models have emerged as robust models with
label efficiency in diverse domains. In medical imaging,
these models contribute to the advancement of medical di-
agnoses due to the difficulty in obtaining labeled data.
However, it is unclear whether using a large amount of un-
labeled data, biased by the presence of sensitive attributes
during pre-training, influences the fairness of the model.
This research examines the bias in the Foundation model
(RetFound) when it is applied to fine-tune the Brazilian
Multilabel Ophthalmological Dataset (BRSET), which has
a different population than the pre-training dataset. The
model evaluation, in comparison with supervised learning,
shows that the Foundation Model has the potential to reduce
the gap between the maximum AUC and minimum AUC
evaluations across gender and age groups. However, in a
data-efficient generalization, the model increases the bias
when the data amount decreases. These findings suggest
that when deploying a Foundation Model in real-life sce-
narios with limited data, the possibility of fairness issues
should be considered.

1. Introduction
Obtaining labeled data in the medical imaging domain
presents considerable challenges, underpinned by the intri-
cate and demanding nature of the annotation process [9].
This difficulty arises primarily from the need for highly
specialized knowledge and expertise from trained medical
professionals, who must meticulously examine and label
medical images. However, acquiring images is still rela-
tively easier, especially in the field of retinal imaging, where

standardized imaging techniques like color fundus photog-
raphy (CFP) and optical coherence tomography (OCT) are
widely used for the diagnosis and follow-up of ocular dis-
eases [1]. These methods enable the consistent and non-
invasive capture of high-quality retinal images, facilitating
a more straightforward collection process compared to other
types of medical imaging.

Recently, the emergence of self-supervised learning
techniques such as Masked Autoencoder (MAE) [5] and
Simple Contrastive Learning of Representations (SimCLR)
[8] for generative and contrastive learning has enabled the
use of large unlabeled datasets to train models with sig-
nificant capacity. This new paradigm has facilitated the
emergence of Foundation Models (FM), which are trained
on extensive datasets and can subsequently be adapted to a
wide range of downstream tasks. Recent works investigate
the potential of Foundation Models to create more robust
models and data-efficient generalization in medical imaging
using both contrastive learning [2] and generative learning
[13].

Investigating bias in Foundation Models within the med-
ical domain is essential to prevent the perpetuation of
healthcare disparities [12]. These models, trained on large
and diverse datasets, can inadvertently incorporate biases
related to race, gender, or socio-economic status, leading to
skewed medical diagnoses or treatments. Such biases risk
undermining the accuracy and fairness of medical assess-
ments for underrepresented groups, highlighting the need
for systematic bias detection and correction in these mod-
els. Ensuring that Foundation Models operate equitably is
vital to maintaining trust and integrity in medical imaging
and healthcare, necessitating rigorous evaluation and miti-
gation of potential biases [3].
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The contributions are summarized as follows:

• We analyze bias in a retinal imaging Foundation Model
(RetFound) using generative learning and fine-tuning on a
Brazilian dataset. Our findings show that self-supervised
learning effectively reduces biases compared to super-
vised learning.

• We found an increase in the gap between the maximum
AUC and the minimum AUC for age when RetFound is
trained with fewer data, highlighting a trade-off between
data-efficient generalization and group fairness.

2. Related works

The FM models developed for the domain of medical imag-
ing exhibit robust performance on out-of-distribution data.
These results indicate that such models can be adapted to
other hospitals with varying data distributions [2, 4, 13].
However, these studies do not investigate whether FM con-
tributes to fairness issues, such as the extent to which data
reduction affects performance for the less represented pop-
ulation in the dataset.

Previous studies have highlighted racial and sex-related
biases in downstream tasks when using FMs trained with
contrastive learning [6]. This suggests that these models
might pose risks for clinical applications. The fairness
benchmark for medical images evaluates several techniques
for mitigating bias in pre-processing, in-processing, and
post-processing [14]. However, these studies do not explore
self-supervised learning as a method to mitigate bias.

3. Methods

The objective of this study is to systematically assess the
presence of biases in FM and evaluate their efficacy in bias
mitigation relative to supervised learning models. For this
purpose, a Brazilian dataset is employed for the downstream
binary classification task in diabetic retinopathy (DR), as
detailed in Section 3.1. An FM was utilized alongside
the development of a model from scratch using supervised
learning (Section 3.2). Both models were assessed using
standard metrics in fairness evaluation to facilitate a com-
parative analysis of the techniques (Section 3.3).

3.1. Dataset

During the study, we used the Brazilian Multilabel Oph-
thalmological Dataset (BRSET) [11], an ophthalmological
dataset consisting of 8,524 Brazilian patients with 16,266
images. This dataset includes sex, age, and nationality
as protected attributes. However, since all patients have
Brazilian nationality, this feature was discarded. The target
variable is diabetic retinopathy, with only 6.4% of patients
diagnosed with the condition. To work with the dataset, we
eliminated patients without age or gender information and

balanced the classes to 50% with diabetic retinopathy and
50% without, resulting in 1,097 patients with 1,416 images.

To conduct a structured analysis of age demographics,
we segmented the population into four distinct age cohorts:
0-25 years, 26-50 years, 51-75 years, and 76-100 years. As
shown in Fig. 1, the main discrepancy in the dataset oc-
curs in age, where the group aged 51 to 75 years has the
largest number of samples with the diagnosis, comprising
817 patients or 57% of the dataset. In terms of gender, the
distribution is 55.72% male and 44.28% female, indicating
another imbalance in the dataset.

Figure 1. This histogram displays the age distribution from the
pre-processed BRSET dataset, categorizing patients into four age
groups: 0-25, 26-50, 51-75, and 76-100 years. This categoriza-
tion facilitates the evaluation of the max-min metrics presented in
Sec. 3.3.

To avoid data leakage, since the dataset consists of im-
ages of pairs of patients’ eyes, we separated the training and
test datasets. We used images sized at 224× 224 pixels and
applied horizontal rotation as data augmentation, as rotating
these images does not influence the model’s understanding
of the dataset incorrectly. Additionally, we applied Color
Jitter to simulate images with different lighting conditions
and Random Erasing so that the model can handle capture
errors, obstructions, or artifacts.

3.2. Model

The current study uses the FM RetFound model [13] to gain
insights into fairness problems in generative learning. This
model is beneficial for study because it is pre-trained us-
ing MAE [5] successively on natural images (ImageNet-
1k), followed by retinal images using 904,170 color fundus
photographs (CFP), of which 90.2% came from the Moor-
fields Diabetic Image Dataset (MEH-MIDAS) and 9.8%
from Kaggle EyePACS [7]. These two datasets do not
include images from South America, making the BRSET
dataset an excellent resource for evaluating the model’s per-
formance on an unfamiliar population.
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For the downstream task, we employ a binary classifica-
tion approach to detect diabetic retinopathy (absent DR and
present DR, defined as International Diabetic Retinopathy
Classification ≥ 1) [? ]. Diabetic retinopathy is the lead-
ing cause of blindness worldwide and one of the most ex-
plored diseases in automated systems, with FDA-approved
AI systems for screening referable cases. We fine-tune the
ViT-L model, leveraging the pre-trained weights from Ret-
Found [13]. Optimization is carried out using the Rectified
Adam (RAdam) optimizer [10] with a learning rate of 10−4,
a batch size of 16, and training over 50 epochs. The model
weights that achieve the highest Area Under the Receiver
Operating Characteristic (AUROC) on the validation set are
retained as the checkpoint for subsequent internal and exter-
nal evaluations. To identify if supervised learning is better
than self-supervised learning in terms of fairness, we uti-
lize the same architecture for comparison, training a ViT-L
from scratch for 50 epochs for binary classification using
the BRSET subset.

3.3. Experiments

For the assessment of bias in the Foundation Model (FM)
and comparison, we utilize the same three aspects estab-
lished in the fairness benchmark framework [14] to enable
comparison with other techniques and image domains used
in the study. The first aspect is the utility of the model, mea-
sured by the Area Under the Receiver Operating Character-
istic Curve (AUC) across all samples. The second aspect
is group fairness, defined as the AUC gap between the sub-
groups with the maximum AUC and the minimum AUC.
The third aspect is Max-Min fairness, which refers to the
AUC of the group in the worst-case scenario.

The models are evaluated using 60% of the data for train-
ing, 10% for validation, and 30% for testing. To ascer-
tain the model’s fairness regarding data-efficient generaliza-
tion, the training data sample was exclusively reduced while
maintaining constant proportions for validation and testing.

4. Results and discussion
To address the research question of whether the FM exhibits
bias concerning sensitive attributes, a comparative analysis
was conducted focusing on gender and age as primary vari-
ables. The assessment utilized three distinct metrics: Util-
ity, Group Fairness, and Max-Min Fairness.

The first set of analyses examined the utility of the model
as evaluated. Table 1 compares the utility between the Base-
line model, developed from scratch, and the fine-tuned Ret-
Found model on the BRSET dataset. This comparison is
structured to assess data-efficient generalization across dif-
ferent data percentiles in the training process. Various stud-
ies have assessed the efficacy of FM in data-efficient gener-
alization [2, 4, 13]. In Tab. 1, there is a clear trend of data-

Data Quantity RetFound Baseline

100% 91.7 65.3
75% 86.5 63.1
50% 81.3 62.8
25% 68.9 60.7
10% 53.6 56.7

Table 1. AUC Results for Different Data Quantities in RetFound
and Baseline Models. The table demonstrates the performance of
each model across various levels of data availability.

efficient generalization in RetFound as well as the strong
supervised baseline. With only 25% of the data used for
training, we achieve superior results compared to the base-
line trained on 100% of the data.

Further analysis of group fairness shows that the FM
models do not exhibit significant disparities regarding gen-
der. As shown in Fig. 2, the points for RetFound and gen-
der are close to the identity curve (grey line). However,
significant gender differences were found for the baseline
model. Primarily, as the size of the dataset increases, we
observe larger disparities. For instance, employing merely
10% of the dataset yields a satisfactory outcome for group
fairness, with a disparity of 1%. However, as the training
data volume increases to 50%, the disparity widens to 4.9%,
and further amplifies to 11.8% when the dataset is fully uti-
lized (100%). This trend underscores the impact of dataset
size on the manifestation of fairness discrepancies within
the models. It is expected that with a larger volume of data,
there exists an increased probability of identifying notewor-
thy disparities among various subgroups of the sensitive at-
tribute.

Interestingly, employing the entire dataset (100%) for
fine-tuning the RetFound model results in a group fairness
disparity of 4.1%. However, this disparity diminishes sig-
nificantly when training involves only 75% of the data,
where group fairness decreases to 0.6%. Moreover, with
further reductions in data usage to 50%, 25%, and down to
10%, the fairness disparity continues decreasing, register-
ing at 0.2%, 0.03%, and then increasing slightly to 2.4%,
respectively. These findings suggest that using smaller
datasets for fine-tuning can sometimes lead to more equi-
table results, excluding the results with 10% training data.

Considering the experimental evidence on the age-
sensitive attribute, it is observed that this protected char-
acteristic exhibits more substantial disparities compared to
gender, as shown in Fig. 2, where larger differences be-
tween the distributions of each group are evident. The
baseline model demonstrates pronounced disparities across
all datasets, with the most substantial discrepancy occur-
ring with 75% of the training data, reaching a disparity of
34.2%. Utilizing the entirety of the dataset, the observed
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Figure 2. The scatter plot delineates the relationship between minimum and maximum AUC values for two models: ViT-L with RetFound
weights and a baseline model developed from scratch. Point size differentiates the models, while colors and distinct markers denote data
percentages and sensitive attributes, respectively. A reference grey line enables performance comparison, succinctly encapsulating AUC
dynamics and attribute interactions.

disparity stands at 22.3%. A reduction in this gap is evident
when smaller datasets are employed; when the dataset is
limited to 25% and 10%, the disparities diminish to 8.46%
and 7.73%, respectively. These findings suggest that the su-
pervised approach benefits from using less data in terms of
group fairness; however, the utility is worse, as can be seen
from Tab. 1.

This outcome is contrary to that of RetFound, where an
increase in data volume correlates with a reduction in the
disparity concerning age, as delineated in Fig. 2. When us-
ing 100% of the data, the disparity narrows to 7.5%, mark-
ing the minimum gap observed in the age attribute. Con-
versely, diminishing the dataset size leads to an incremental
rise in the gap, escalating to 16.4%, 13.9%, and 24% for
75%, 50%, and 25% of the data, respectively. A notable im-
provement is observed only when utilizing 10% of the data,
where the gap marginally increases to 8.8%. These differ-
ences are also expected, as the data is randomly sampled.
When the percentage decreases, classes with low data vol-
ume may experience low representation in the new dataset
and may even disappear when considering only 10% of the
data.

The results indicate that the self-supervised learning
strategy employed in the RetFound model may offer ad-

vantages in reducing bias within downstream tasks, relative
to the supervised baseline methodology. Specifically, an
increase in data volume correlates with a decrease in age-
related bias in the RetFound model. In contrast, an inverse
relationship is observed for the baseline model, where in-
creased data volume exacerbates bias.

The third set of analyses examined Max-Min fairness.
The results for the Min AUC of the supervised learning
baseline do not exceed 0.6 for age and gender, even with
increased data. However, referring to Tab. 1, the utility in-
creases, primarily due to the Max AUC. As shown in Fig. 2,
the Max AUC significantly improves with an increase in
data, reaching 0.9. There was a significant improvement in
Min AUC when using a self-supervised approach with Ret-
Found. The Min AUC reached 89.6% for gender and 85%
for age.

5. Conclusion
This work evaluates the bias in a retinal images Foundation
Model on a Latin American dataset for CFP. Observing the
results for sensitive attributes, gender, and age, and com-
paring the results with a model using supervised learning,
we found that the Foundation Model has less bias than su-
pervised learning. However, when we evaluate the Foun-
dation Model using less data, the bias increases specifically
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for age, but this same result does not occur for gender. The
results of this study open the discussion on the trade-off
between utility and group fairness in data-efficient gener-
alization. Data-efficient generalization is very important
in the medical domain, which faces difficulties in obtain-
ing labeled data, and finding techniques to mitigate this gap
in group fairness is essential for deploying equitable mod-
els in production. Future studies should investigate other
databases to verify if the results are specific to this database
or are generalizable to others. For future research, we will
propose a reduction in the percentage of training data con-
sidering stratified sampling by subgroups of each sensitive
attribute. This approach will maintain the distributions of
each class, allowing us to visualize the differences in util-
ity and fairness compared to reduction by random resam-
pling.
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Winzeck. Risk of Bias in Chest Radiography Deep Learning
Foundation Models. Radiology: Artificial Intelligence, 5(6):
e230060, 2023. Publisher: Radiological Society of North
America. 2

[7] Varun Gulshan, Lily Peng, Marc Coram, Martin C. Stumpe,
Derek Wu, Arunachalam Narayanaswamy, Subhashini Venu-
gopalan, Kasumi Widner, Tom Madams, Jorge Cuadros, Ra-
masamy Kim, Rajiv Raman, Philip C. Nelson, Jessica L.
Mega, and Dale R. Webster. Development and Validation
of a Deep Learning Algorithm for Detection of Diabetic
Retinopathy in Retinal Fundus Photographs. JAMA, 316(22):
2402–2410, 2016. 2

[8] Kaiming He, Xinlei Chen, Saining Xie, Yanghao Li, Piotr
Dollár, and Ross Girshick. Masked Autoencoders Are Scal-
able Vision Learners, 2021. arXiv:2111.06377 [cs]. 1

[9] Jonathan Krause, Varun Gulshan, Ehsan Rahimy, Peter
Karth, Kasumi Widner, Greg S. Corrado, Lily Peng, and
Dale R. Webster. Grader Variability and the Importance of
Reference Standards for Evaluating Machine Learning Mod-
els for Diabetic Retinopathy. Ophthalmology, 125(8):1264–
1272, 2018. 1

[10] Liyuan Liu, Haoming Jiang, Pengcheng He, Weizhu Chen,
Xiaodong Liu, Jianfeng Gao, and Jiawei Han. On the Vari-
ance of the Adaptive Learning Rate and Beyond, 2021.
arXiv:1908.03265 [cs, stat]. 3

[11] Luis Filipe Nakayama, Mariana Goncalves, Lucas
Zago Ribeiro, Helen Santos, Daniel Ferraz, Fernando
Malerbi, Leo Anthony Celi, and Caio Regatieri. A Brazilian
Multilabel Ophthalmological Dataset (BRSET). 2

[12] Alvin Rajkomar, Michaela Hardt, Michael D. Howell, Greg
Corrado, and Marshall H. Chin. Ensuring Fairness in Ma-
chine Learning to Advance Health Equity. Annals of Inter-
nal Medicine, 169(12):866–872, 2018. Publisher: American
College of Physicians. 1

5



[13] Yukun Zhou, Mark A. Chia, Siegfried K. Wagner, Murat S.
Ayhan, Dominic J. Williamson, Robbert R. Struyven, Tim-
ing Liu, Moucheng Xu, Mateo G. Lozano, Peter Woodward-
Court, Yuka Kihara, Andre Altmann, Aaron Y. Lee, Eric J.
Topol, Alastair K. Denniston, Daniel C. Alexander, and
Pearse A. Keane. A foundation model for generalizable dis-
ease detection from retinal images. Nature, 622(7981):156–
163, 2023. Number: 7981 Publisher: Nature Publishing
Group. 1, 2, 3

[14] Yongshuo Zong, Yongxin Yang, and Timothy Hospedales.
MEDFAIR: Benchmarking Fairness for Medical Imaging,
2023. arXiv:2210.01725 [cs, eess] version: 2. 2, 3

6


	. Introduction
	. Related works
	. Methods
	. Dataset
	. Model
	. Experiments

	. Results and discussion
	. Conclusion

