
Enhancing Domain Diversity in Synthetic Data Face Recognition with Dataset
Fusion

Anjith George and Sébastien Marcel
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Abstract

While the accuracy of face recognition systems has im-
proved significantly in recent years, the datasets used to
train these models are often collected through web crawl-
ing without the explicit consent of users, raising ethical and
privacy concerns. To address this, many recent approaches
have explored the use of synthetic data for training face
recognition models. However, these models typically un-
derperform compared to those trained on real-world data.
A common limitation is that a single generator model is of-
ten used to create the entire synthetic dataset, leading to
model-specific artifacts that may cause overfitting to the
generator’s inherent biases and artifacts. In this work, we
propose a solution by combining two state-of-the-art syn-
thetic face datasets generated using architecturally distinct
backbones. This fusion reduces model-specific artifacts, en-
hances diversity in pose, lighting, and demographics, and
implicitly regularizes the face recognition model by empha-
sizing identity-relevant features. We evaluate the perfor-
mance of models trained on this combined dataset using
standard face recognition benchmarks and demonstrate that
our approach achieves superior performance across many
of these benchmarks.

1. Introduction

Face recognition technology has become a widely adopted
method for biometric authentication, largely driven by ad-
vances in deep neural networks and the availability of large-
scale training datasets [7, 12, 15, 34]. However, the use
of these datasets has raised significant privacy concerns,
particularly because many of them were compiled without
obtaining informed consent from the individuals depicted.
This practice poses serious legal and ethical challenges, es-
pecially in the context of data protection regulations such
as the European Union’s General Data Protection Regula-
tion (GDPR). As a result, several legacy datasets have been
withdrawn from public access. In response, there is a grow-

ing interest in using synthetic data for training face recog-
nition models. This shift is reflected in the emergence of
public benchmarks and competitions focused on synthetic
face recognition datasets [5, 6, 18, 19, 28].

Most existing efforts to generate synthetic face datasets
rely on generative models such as StyleGAN [14], diffu-
sion models [25], or graphics-based rendering pipelines [1].
While generative models can produce high-quality images,
they typically require large amounts of real data to train the
generator networks and often use datasets like FFHQ [14] to
learn the underlying face distribution. In contrast, graphics-
based approaches, such as DigiFace-1M [1] utilize render-
ing pipelines to synthesize face images without the need for
extensive real-image datasets or pretrained face recognition
networks. These methods draw on techniques similar to
those in [30], combining 3D facial geometry, textures, and
hairstyles. This enables the generation of intra-class varia-
tions by altering pose, facial expression, illumination, and
accessories. Notably, such pipelines offer the capability to
synthesize a large number of unique identities with diverse
intra-class variability and broad ethnic representation. Ad-
ditionally, they support controlled generation by allowing
specific attributes to be explicitly defined during synthesis.

Despite these advancements, models trained exclusively
on synthetic datasets generally underperform compared to
those trained on real-world data. A common limitation
in existing synthetic datasets is that they are often gener-
ated entirely using a single generative model or pipeline.
This can introduce generator-specific artifacts and limit the
diversity of the synthesized data, ultimately affecting the
model’s generalization and recognition performance.

In this work, we investigate the effectiveness of train-
ing face recognition models on a combination of two dis-
tinct synthetic datasets to enhance diversity and mitigate
generator-specific biases. We also present our submission
to the DataCV ICCV Challenge, which focuses on gener-
ating large-scale training datasets for face recognition. The
datasets used and the protocol will be made available pub-



Figure 1. Images from (a) Digi2Real dataset [10] and HS-10K [31], showing different identities in these datasets. It can be seen that the
distribution of images are very different in two datasets

licly 1.

2. Related works
Recent works in literature have explored synthetic dataset
generation as a way to address the legal and ethical lim-
itations of using real face data. Most approaches rely on
generative models such as StyleGAN and Diffusion mod-
els. In the following section, we briefly review few of the
prominent synthetic face datasets.

SynFace [22] utilized DiscoFaceGAN [8] to study intra-
class variance and domain gaps in synthetic face data.
The method was enhanced with the identity and domain
mixup method to increase diversity. SFace [2] introduced
a class-conditional GAN for labeled face synthesis, en-
abling supervised training of facial recognition (FR) mod-
els with competitive accuracy. IDiff-Face [3] employed a
two-stage pipeline: first, an autoencoder was trained, fol-
lowed by a conditional latent diffusion model. Conditioning
was achieved via low-dimensional projections and cross-
attention, with dropout preventing overfitting to identity
features. GANDiffFace [17] combined StyleGAN with dif-
fusion models. Initial demographic-aware identity genera-
tion using StyleGAN was followed by fine-tuning diffusion
models to produce demographically diverse samples. Ex-
FaceGAN [4] disentangled identity features within Style-
GAN’s latent space by learning identity decision bound-
aries, allowing identity-consistent and diverse image syn-
thesis. IDNet [16] introduced a three-player GAN involving
a pretrained FR network to guide StyleGAN toward gener-
ating identity-separable images, with only the classifier lay-
ers being updated.

SynthDistill [27, 29] used feedback-based data genera-
tion to iteratively train lightweight models on challenging
samples, which can be seen as a direct way of using gener-
ated images for the task of distillation. DisCo [9] proposed a

1https : / / gitlab . idiap . ch / biometric / code .
datacv2025

Brownian-motion-inspired latent space sampling technique,
combining identity dispersion and latent augmentation to
generate diverse and identity-consistent samples.

While generative methods struggle to produce a large
number of distinct, identity-consistent samples, DigiFace
[1] adopted a rendering-based approach using 511 con-
sented 3D face scans. A parametric face model was con-
structed to generate over 1.2 million images with 110,000
unique identities by varying geometry, texture, hairstyle,
and environment. Despite its scalability and controllabil-
ity, the resulting images suffer from reduced realism, in-
troducing a domain gap in FR model training. Rahimi
et al. [24] applied image-to-image translation to enhance
DigiFace images using pretrained models like CodeFormer.
Their method improved visual quality without real identity-
labeled data, though performance remained below models
trained on real images.

Most existing methods show significantly lower perfor-
mance compared to models trained on real data. This per-
formance gap remains a key barrier to the practical adoption
of synthetic data for face recognition.

3. Proposed Method

Figure 2. Aggregation of two datasets for training the models

As previously noted, one key limitation of many syn-
thetic face datasets is that they are generated using a sin-
gle model, typically a GAN or a diffusion-based generator.
This can lead to models trained on such data overfitting to
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generator-specific artifacts and failing to generalize. To mit-
igate this issue, the primary contribution of this work is to
combine datasets generated from different sources during
training, thereby reducing dataset-specific biases. In our
approach, we leverage two state-of-the-art synthetic face
recognition datasets: Digi2Real [10] and Vec2Face [31].
Samples from these datasets are shown in Figure 1. These
datasets were selected due to their strong performance on
face recognition benchmarks and because they are gener-
ated using entirely different pipelines. The use of distinct
generation pipelines contributes to the diversity of the com-
bined dataset. The following subsection provides detailed
information about these datasets.

Figure 3. T-SNE plot showing the distribution of Digi2Real
dataset [10] and HS-10K [31] on the EdgeFace identity latent
space.

3.1. Digi2Real
Digi2Real [10] introduces a hybrid approach that com-
bines graphics-based rendering with generative methods
to improve the realism and effectiveness of synthetic face
datasets. Specifically, the method reuses identities from
the DigiFace dataset and applies identity-preserving real-
ism transfer to mitigate the domain gap between synthetic
and real images. DigiFace images, while diverse, often
appear cartoonish and suffer from a substantial domain
gap, which negatively impacts the performance of models
trained on them. Digi2Real addresses this by transform-
ing DigiFace images into more realistic counterparts while
preserving identity information. The pipeline also intro-
duces new intra-class variations conditioned on the origi-
nal identity features, using an identity latent space induced

Figure 4. T-SNE plot showing the distribution of Digi2Real
dataset [10] and HS-10K [31] on the CLIP latent space.

by the ArcFace model [21]. It leverages the Arc2Face
model [21], a face foundation model capable of generat-
ing face images conditioned on ArcFace embeddings. To
enhance inter-class diversity, the method performs spherical
linear interpolation (SLERP) in the latent space, while com-
pensating for distribution shifts in the intermediate CLIP
space to further reduce the domain gap. Final images are
post-processed using face detection and cropping to pro-
duce a clean dataset. Experimental results demonstrate that
Digi2Real significantly outperforms the original DigiFace
dataset in face recognition tasks.

3.2. Vec2Face

Vec2Face [31] presents a method for generating a large
number of synthetic identities with controllable intra-class
variations, enhanced through external attribute models. The
architecture consists of a pretrained face recognition model,
a feature-masked autoencoder, an image decoder, and a
patch-based discriminator. After training, identity vectors
are sampled using a multivariate normal distribution in the
PCA-transformed latent space and then projected back to
the original space. To ensure identity diversity, vectors that
are too similar to existing ones are filtered out based on a
similarity threshold. Intra-class variations are introduced
through random perturbations of the identity vector and fur-
ther refined via gradient descent guided by external attribute
models such as pose or image quality. The model is trained
on 50,000 identities from the WebFace4M dataset [34], and
the authors release multiple subsets with varying numbers
of generated identities.
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