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Abstract. A system for off-line cursive script recognition is presented. A new normalization
technique (based on statistical methods) to compensate for the variability of writing style is
described. The key problem of segmentation is avoided by applying a sliding window on the
handwritten words. A feature vector is extracted from each frame isolated by the window. The
feature vectors are used as observations in letter-oriented continuous density HMMs that perform
the recognition. Feature extraction and modeling techniques are illustrated. In order to allow
the comparison of the results, the system has been trained and tested using the same data and
experimental conditions as in other published works. The performance of the system is evaluated
in terms of character and word (with and without lexicon) recognition rate. Results comparable
to those of more complex systems have been achieved.
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1 Introduction

The off-line cursive script recognition (CSR) problem has been deeply studied in the last ten years.
Although the range of proposed methods is very wide, these can be classified depending on two key
properties: the size and nature of the lexicon involved, and wheter or not a segmentation stage is
present [14].

The lexicon is related to the application that involves the recognizer. A system that reads town
names in postal addresses must cope with lexica of size between 10 and 1000 words (the actual size is
determined, for each word, by the ambiguity on the recognition of the last one, two or three digits of
the corresponding zip code) [2][4][7][8]. A check amount recognizer needs a small dictionary of legal
amounts (amounts in letters) [6][11]. In both cases above, the data are produced by many writers with
different writing styles. The development of applications for transcription of personal notes, historical
documents or manuscripts involves very large lexica (in principle the whole dictionary of the language
of the documents) and data often produced by only a single writer [1][9][13].

The segmentation consists in finding the ligatures between the single characters in a word so that each
one of them can be separately recognized. Such task is difficult and error prone, since a character
cannot be recognized before having been segmented, but cannot be segmented before having been
recognized. This is referred as the Sayre’s paradox [14].

The use of a sliding window makes the segmentation unnecessary: by sliding the window column by
column from left to right, frames of fixed width are extracted from the image. From each frame, a
feature vector is extracted and the sequence of these observations so obtained is used as the repre-
sentation of the word. For each word in the lexicon, a HMM is created by concatenating single letter
models. The use of letter models makes the system flexible with respect to changes in dictionary, and
makes the use of large lexica possible since it does’nt require training examples of each word.

The paper is organized as follows: section 2 presents the preprocessing and normalization techniques,
sections 3 and 4 describe the feature extraction process and the HMM based recognition, respectively,
and the final section 5 illustrates results and conlusions.

2 Preprocessing and normalization

The preprocessing works directly on the raw data and its task is the processing of the input images
to a form suitable for the recognition process. In our case, the data consist of handwritten word gray
level images scanned at 300 dpi (see figure la) and the only necessary preprocessing operation is a
binarization performed with the Otsu method [5].

The normalization step aims to correct global characteristics of the word introduced by the writing
style, in particular, slant and slope. We developed a new normalization technique that is completely
adaptive and does not use any heuristic parameter.

A horizontal density (number of foreground pixels in a row) threshold ¢ is calculated with the Otsu
method to distinguish between rows in the core region (the character body area), that are expected
to have higher density, and rows in the ascender or descender regions, that are expected to have lower
density. A row belongs to the core region if its horizontal density is above ¢t and to the other regions
otherwise. The procedure is illustrated in figure 1b. However, as can be seen in the same figure, long
horizontal strokes in the ascenders or descenders of a word can create areas with density above the
threshold that can be confused with the core region. To find the actual core region, the number of
foreground pixels in each area with density above the threshold is calculated. The area that contains
most pixels is considered as core region.

Most of the methods to find the reference lines presented in the literature are based on the horizontal
density histogram analysis. Maxima, minima and first derivative peaks are used to distinguish between
different regions. Such features are sensitive to local strokes and can determine noise that must be
eliminated by heuristic rules. The Otsu method avoids this problem because the calculation of the
threshold ¢ is performed using the density distribution, so that local strokes become statistically not
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Figure 1: Preprocessing. The original image (a) is binarized. The lines in (b) enclose areas where the
horizontal density values are above the threshold. The lowest area is a false candidate for core region.
After having found the actual core region, the image is desloped and deslanted (c).

relevant. The only heuristic needed is the simple one above described.

The distribution of the density values is also used in [3] to deslope the image: a horizontal density
histogram is calculated in many directions and for each one, the entropy £ = — Zi\;l p; log p;, where
p; is the frequence of the density value ¢ and N is the total number of density values represented, is
calculated. When the slope of the direction of the histogram is close to the slope of the word, the
projection of the core region is compact and not smooth, then fewer p; will be significantly different
than 0. This makes the entropy low and, when its minimum is reached, the slope is found.

In our work, to estimate the line on which the writer implicitly alignes the word (usually called lower
base-line), the minima of the lower contour are used. Since minima belonging to descenders must
not be used in such operation, the average distance between the detected minima and the core region
limit is calculated. The minima that have a distance higher than the average are discarded. The
estimate of the lower base-line is then obtained with the least square method. To eliminate the slope,
the image is rotated until the estimated lower base-line is horizontal.

The slant correction technique is applied to the desloped image. While most other techniques for slant
correction estimate the slant by averaging over the direction of near vertical strokes, our approach is
based on a function S, that gives a measure of the slant absence across the word. The calculation of
such function rely on the vertical density histogram that is easier to be obtained than the direction
of the strokes. For each angle o in a reasonable interval (in our case [—15°,15°]), a shear transform
t, is applied and the following histogram is calculated:

_ ha (m)
Ha(m) = Ay(m)

0 <m < nCol (1)

where hq(m) is the value of the vertical density histogram of the image shear transformed by the angle
a, Ay(m) is the difference between the maximum and minimum y coordinates of the foreground pixels
in the m column and nCol is the number of columns in the image. The number of foreground pixels
of each column is divided by the distance between the highest and the lowest pixel giving H,(m) = 1,
if the column contains a continous stroke, and H,(m) € [0, 1] otherwise.
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Then, the following quantity is computed:

S@= > hali) (2)
{i:Ho (i)=1}

The value & for wich S(«) is maximum, is assumed as slant estimate and the corresponding shear
trasform t4, when applied on the desloped original image, gives the deslanted image. The result of
the process is displayed in figure 1c.

3 Feature extraction

When moving across the image, the sliding window isolates nCol — width frames (width is the width
of the window).

The feature set used is based on the distribution of pixels across the frame. The window blindly
isolates the frames and their content is, in many cases, meaningless. To avoid the noise due to high
variability in shapes, a flou, but robust with respect to noise, representation has been adopted. The
dimension of the feature vectors is low (see below) and this is an advantage when few training material
is available.

Each word is processed separately and the frames have the same height as the bounding box of the
word image. If in a word there are ascenders (and not descenders), the core region will be located
at the bottom of the frame, viceversa if there are descenders (and not ascenders). If both ascenders
and descenders are present, the core region will be located at the center of the window. This strongly
affects the distribution of pixels across the frame and might create noise in the features. To avoid
this problem, at each window position, the feature extraction process is applied only to the area that
actually contains foreground pixels (As alternative solution, a fixed height window centered on the
core region could be used, but this approach is probably more suitable when working on lines of
handwritten text instead of single words).

Such area is partitioned into 16 non overlapping cells (arranged in a 4 x 4 grid), then the mumber n;
of foreground pixels in each cell i is calculated. The vector:

£ =(fi,f2---, fr6)" (3)

where N
fi= = (4)
Ej:l n;j
represents the feature vector. This low level feature set is very robust and its implementation needs
little effort.

4 HMM based word recognition

The limited space does not allow an exhaustive presentation of Hidden Markov Models, for a good
introduction, see [12].

A HMM has been trained for each letter and the model for a word is obtained by concatenation of
single letter models. Since very few examples of capital letters are present in the database, only small
letters have been modeled and the capital letters are labeled as small ones. In general, only the first
letter of a word is capital, so the recognition can still be performed using the other characters. In
some case, the capital letter has the same appearance as the small one except for the size, then, since
the features are robust with respect to changes in size, there is no difference, from the recognition
point of view, between the two versions of the same character.

The models are trained by maximizing the likelihood (the conditional probability of the observation
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Figure 2: Markov modeling. The following frames are overlapped. The solid frame is the first position
of the window on the letter, the dashed frames are the following ones. Each frame individuated by a
window position belongs to a state in a letter model. In our system, N = 9 and the window width is
10. Only self transitions or transitions to the next state are allowed.

sequence, given the model). The technique used is known as Baum-Welch method or Expectation-
Maximization (EM) [12].

The training is embedded, i.e. all the letters in a word model are trained at the same moment. The
training initialization needs to know only the sequence of the letters, not their exact position in the
example, and this is a great advantage because it avoids the problem of labeling each observation
in the training set with the letter and position. Such task (that is needed in segmentation based
approaches) would be long, time consuming and often error prone.

The number of states in the model is the same for all letters. The topology is left-right, allowing only
self-transitions or transitions to the next state:

aijZO for j:i,j:i+1 (5)
a;; =0 otherwise

In segmentation based approaches, the observations are feature vectors extracted from strokes that
are supposed to be characters or parts of them. Such vectors can be discrete and belong to a finite
set of observations, but even when they are continuous, they are expected to form clusters that are
related to the segmented elements they are extracted from. A Vector Quantization can then reduce
the observations to a sequence of discrete symbols.

When using a sliding window, the observations are extracted from parts of the word that are blindly
isolated, they are so variable, that a reduction to a finite set of symbols seems difficult. In our
case the features are expected to follow a continuous distribution and are modeled with mixtures of
gaussians. Our motivation to this approach is as follows: the observations corresponding to the left
and right part of the window are affected by noise since they are extracted from frames containing
parts of the neighboring letters. This might make recognition more robust to letters written in different
context. On the other hand, the observations extracted from frames in the central part of the window
always represent the character that is modeled. This section will therefore contain most discriminant
information in the likelihood calculation.

5 Results and conclusions

For training and testing, we used a database collected by Senior and Robinson[13] that is publicly
available on the web!. The data consist of 4053 words extracted from a text that belongs to the LOB

Lftp:/ /svr-ftp.eng.cam.ac.uk /pub/data
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Corpus and has been written by a single person.
The experimental conditions described in [13] have been reproduced: the database has been divided
in training, validation and test set (2360, 675 and 1016 words respectively). The lexicon size is 1334.
The performance has been measured in terms of correctly classified letters and words (with and with-
out lexicon). When using a lexicon, the classification is constrained to those letter combinations that
form words present in the lexicon (model discriminant approach). To recognize words without lexicon,
a model composed by all letter models is built. The initial probability distribution is uniform across
the first states of each letter model. When the final state of a letter model is reached, a transition to
the first state of any letter model is permitted. The most likely path (path discriminant approach) is
found by the Viterbi algorithm. If the sequence of the states corresponds to the handwritten word,
then the classification is correct.
Several systems have been trained and tested to find the optimal configuration. State numbers from
1 to 10 and windows 10, 12 and 16 pixel wide have been used. The observations have been modeled
with mixtures of gaussians with 1, 2 and 4 components. The best results have been achieved by a
system with 9-state letter models, a window 10 pixel wide and a gaussian mixture with 2 components.
The performance is reported in table 1.

The observation of the words uncorrectly classified, showed that horizontal strokes, in ascenders or

Table 1: Results. The first column reports the character recognition rate, the second one the word
recognition rate without lexicon and the third one the word recognition rate with lexicon.
| character(%) | word (%) | word+lexicon(%) |

[ 6755 | 1088 | 82.45 |

descenders, wider than the character they belong to (see the lower part of the y in fig. 2) can cause
noise in the frames of the neighboring letters. When such strokes are present it is possible to find
empty rows between the base line (upper line) and the bottom (top) of the frame. The first empty
rows below the base line and above the upper line are then detected and only the area between them
is used to extract the features. The best performance for this technique has been achieved by a system
with 9-state letter models, a window 10 pixel wide and a gaussian mixture with 1 component.

The best results presented by Senior and Robinson in [13] are 93.4% with lexicon and 58.9% without

Table 2: Results after eliminating noise caused by horizontal strokes in ascenders and descenders. The
first column reports the character recognition rate, the second one the word recognition rate without
lexicon and the third one the word recognition rate with lexicon.

| character(%) | word (%) | word+lexicon(%) |

[ 7178 [ 1590 | 83.57 |

lexicon, no data are available at the character level. The system described in [13] is more complex than
ours: the preprocessing involves a skeletonization process, each frame is coded by a 72-dimensional
vector (including low level features, loop, junctions and other element detection, snake features). A
recurrent neural network is used to compute the observation probability and language modeling tech-
niques have been applied. Parts of characters have been modeled separately and then connected to
form a letter model (multistate letter models). A non optimal configuration of this system (when no
language models are included and letter models are not multistate) recognizes 83.7% of the words with
lexicon (no data are available without lexicon). This non-optimal system by Senior and Robinson has
performance close to our system.

A system similar to ours can be found in [9]. A sliding window with fixed height span the handwritten
text line by line. Each frame is used as feature vector and a Principal Component Analysis has been
used to reduce the dimensionality. For each word in the lexicon, a continuous densith HMM has been
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built and the recognition is performed by the Viterbi Algorithm.

Continuous density HMMs are also used in [10], where a segmentation free system is used in conjunc-
tion with a segmentation based one in order to increase the performance. In the segmentation free
system features are extracted from each column and a normalization is done so that each character is
represented by 24 columns. The best matching between the words in the lexicon and the observation
sequence is found with the Viterbi Algorithm. Different models have been created for upper and lower
case letters. For each word, two models have been built, the first is obtained by concatenating the
models of the upper case characters, the second by concatenating the upper case model for the first
letter and the lower case models for the other letters (since the data used for experiments are town
names, only these two possibilities are expected).

The work presented in this article is still ongoing and the reported results are not final. However the
performance can be compared with that reported in other works. A new normalization technique has
been developed and applied that avoids heuristics and that is based on statistical methods. A feature
extraction process simple and easily implementable has been used and the observations have been
modeled with continuous density HMM.

The use of relatively simple techniques leaves space for further significant improvements by refining
all the processing steps.
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