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Abstract. This document presents a review on gestures for multi-modal interfaces and focus on
hand gestures. It first introduces the role that the gesture modality plays in human communica-
tion. It then describes different types of gestures. Finally, it gives an overview of many techniques
for the recognition of hand gestures.
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1 Introduction

Nowadays, computers are more and more easy to use, thanks in particular to ergonomic and intuitive
interfaces mainly based on the screen, the keyboard and the mouse. The user is in physical contact
with the interactive system. The touch screen is used to select an area on the screen, the mouse to
navigate in a menu, or a keyboard short cut to quickly access a functionality. These devices are either
limited in speed (one will prefer the keyboard instead of the mouse for a fast action) or in easy of use
(the keyboard short cuts are not intuitive and ask for a memory effort). We must thus imagine richer
user interfaces which do not impose a physical contact.

A new form of interaction, based on techniques of speech recognition, uses the vocal channel
and allows the user to control systems integrating an interpretation function. Machines would be
easier to use if we could control them through natural language or even through gestures. Thus,
many researchers have begun to study the gesture channel, because it’s a very expressive method
of non-verbal communication which allows a more natural interaction and which complements the
verbal channel. The interfaces of the future will be multi-modal interfaces, which will integrate the
traditional techniques of interaction such as those based on the voice and the gesture.

We will study the role that the gesture modality plays in human communication in order to deter-
mine the various gesture representation models. The different techniques for gesture modeling, analysis
and recognition, will then be introduced and the selected techniques for hand gesture recognition will
be presented.

2 Non-verbal Communication

Humans use gestures consciously and sub-consciously for non-verbal, natural and expressive communi-
cation. The dynamic aspect of gestures allows the user to express a command in only one action, and
variations in the dynamic aspect can specify parameters such as the command range or the objects
relating to it.
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Figure 1: Size expression

To refresh the mind let us look at a random list of examples of hand movements: praying (two flat
hands up together), begging (flat hand), expressing anger (raising a fist), derogation (middle finger
up), accusation (index pointing), live or die decisions in the Roman amphitheater (thumb up/down),
hitch hiking (thumb up, hand moving sideways), legal and business transactions (handshake, judge
hammering), waving and saluting, counting (fingers and/or hand), pointing to real and abstract objects
and concepts (index, hand), conducting of an orchestra (variety of both gestures with arms and body),
traffic control of cars and airplanes (hands flat pointing or moving), shaping of imagined objects (hands
tracing out curves and shapes), martial arts, fighting (variety of movements of arms and body), dance
(Balinese dancing), gesturing by singers (hand and body movements), stock exchange operations
(various hand shapes), affective gestures (hand touching), rejective (index up moving left & right) /
appreciative (hand clapping) gestures, game playing (hand signs to communicate with partner in card
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games), game scoring (cricket, basketball, soccer, rugby, football), dinner-table actions (commanding
waiter to refill wine glass), positioning of real (remote or close) and abstract objects, control panel
operations (mousing, steering a vehicle), moving, touching and interacting with objects, silent and
non-verbal communication (shrugging, holding one’s own earlobe, scratching), "Italianate” gestures
(two hands open shaking), mimicry and pantomime (actions and objects are depicted with hand/body
movements), sign language (a complete linguistic communication system).

Moreover, gestures are intuitive and often universal (confirmation or disapproval , localization,
scale (Figure 1) or distance estimation).

Using gestures removes the cognitive overload relating to the training of a new device. Thus,
gestures offer many applications a more natural, concise and efficient interaction than the mouse.

The analysis and recognition of gestures can be very useful in many application fields:

e robotic,

e augmented virtual reality! [43],

multi-modal interfaces controlled by voice and gesture [99] [18§],

sporting images, conductors or choreographic sequences analysis [16],

e automatic translation of signs language [86].

2.1 Taxonomy of Hand Gestures

A conscious gesture is motivated by the intention to communicate or complete a task (to indicate,
to reject, to take, to draw). It is the physical expression of a mental concept [90]. Thus, in human
society, we communicate using the word, but also using our body, our hands and our eyes. We use
some of their movements to express or emphasize an idea, feeling or attitude. For examples, we raise
our shoulders when in doubt, or we point to the things that we wish to explore.

Non-verbal communication is done mainly using hand gestures. Thus we will focus on hands.
Cadoz [14] defines three hand functions which he considers complementary and interlinked: the epis-
temic function, the ergotic function and the semiotic function.

e The Epistemic Function
The hand is an organ of perception. The tactile-kinesthetic perception gives informations about
the form, the orientation, the distance and the dimension of objects using touch or exploratory
movements. The proprioceptive perception gives informations on the weight, the trajectories
and the movements of objects.

e The Ergotic Function
The hand interacts with the environment to transform it, for instance, to move or to deform an
object.

e The Semiotic Function
The hand is an organ which emits informations to the environment, i.e. to the visual or tactile
perception of one or more communication agents. The man-machine communication preferably
exploits the semiotic function [10].

Various authors find deeper distinctions between gestures. McNeill [64] considers gestures as
iconic?, metaphoric® or as beat-like *, whereas Kendon [49] differentiate autonomous gestures
(speech independent) and gesticulations (associates to the speech).

!In increased virtual reality systems, information coming from the virtual world is superimposed on those of the real
world.

2Iconic gestures are used to represent an object, an action or an event.

3Metaphoric gestures are used to illustrate an abstract concept.

4Beat-like gestures are used to mark the rhythm of the speech
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Regarding the semiotic function, we can distinguish different categories giving a classification of a
human gesture, starting from the less expressive to the more expressive:

1 command gestures,
2 co-verbal gestures.
3 sign language gestures [68§],

Command gestures are used for intentional communication acts whose sense is simple and adapted
to the context of their use. Thus, we often observe a use of command gestures in activities not adapted
to the propagation of the sound waves (skin diving) and where the sound environment is strongly noisy
(stock exchange operations or construction sites).

Co-verbal gestures® illustrates and complements the verbal channel. Indeed, gesture and speech
are combined to transmit several informations simultaneously. For example, if the gesture channel,
as we will see, is adapted to the transmission of spatial informations, it’s not the same for speech. In
the same way, the co-verbal gesture raises ambiguity between some words of natural language, and
conversely, the content of the verbal message permits easier interpretation of a gesture.

Sign language forms a real language, with a syntax and even more allowing the dynamic creation of
non standard signs. Sign language gestures are much more structured and complex than the natural
gestures. In order to simplify our work, we are going to concentrate ourselves on the two others
categories.

2.2 Command Gestures

A gestural interface uses command gestures as a conversational interface, but also uses handling
gestures to act on real objects (robotic, remote-manipulation) or virtual objects (graphical interfaces,
augmented virtual reality). A good example is the ”Drag and Drop” which, like the mouse utilization,
allows to manipulate graphical objects on the screen. The command gesture is independent from the
verbal channel. Nevertheless, it can be useful in a co-verbal context; we talk then about symbolic or
emblematic gestures.

2.3 Co-verbal Gestures

Co-verbal gestures can be integrated in multi-modal interfaces. Associated to the verbal channel, co-

verbal gestures communicate spatial-temporal informations. They are subdivided in two big categories
[64].

e symbolic or emblematic gestures are related to command gestures in co-verbal contexts. Their
use are proper to socio-linguistic communities (diver, crane driver, etc.).

o illustrator gestures are associated to verbal channel. We can distinguish different sub-categories.

— metaphoric gestures illustrate an abstract concept.

— beat-like gestures mark the rhythm of a speech. Indeed, a gesture is often connected to
speech to raise a point or to impose an opinion. But it is also the prerogative of Italian
people. ”Italianate” gestures are made of two hands open shaking.

— deictic gestures are movements of pointing using the hand, the face or an artifact. The
trace of their movements in space is generally similar to a line segment.

— iconic gestures, different from the metaphoric gestures, are used to physically dimension an
object, an action or an event. For example, the sentence “I fished a large trout like that”
is accompanied by a gesture indicating the size of the fish. The iconic gestures can also be
subdivided:

5We can consider the lip movement as the first co-verbal gesture.




IDIAP-RR 02-34 5

* Spatiographic gestures indicate objects regarding the position of the speaker (in front
of, on the right, on the left).

* Pictomimic gestures describe the shape of objects using geometrical primitives such as
a line segment, an arc of a circle or a right angle.

+* Kinemimic gestures picture an action associated with a lexical unit. For example, a
speaker speaks about a road in zigzag, he will complement his speech by a gesture with
the hand performing the same zigzag.

Thus, the configuration of the hand gives pictomimic informations, its movement adds kinemimic
informations, and the localization of the hand gives spatiographic informations. The deictic and
iconic gestures give us spatial informations to perform designation, localization and quantification
tasks. Moreover, the dynamic of the movement provides repetition, succession, continuity or stop
informations. Therefore, gestures give us temporal information.

In the majority of the cultures, time is located on an axis whose reference is the speaker. Generally,
the future is placed in front of you, the past behind you and the present is on your feet. In the same
way, on a frontal parallel axis to the body, an event #; which is placed on the left of an event ¢,
generally indicates that ¢; occurs before 5.

However, all the cultures do not represent the time in the same way. In the culture of the aborigines
from Australia, for instance, the past is in front of you and the future is placed behind you. Logic is
as follows: you can see the past because it is known, it is thus in front of you, but the future is not
known, it is thus invisible for the eyes and consequently behind you.

Thus, we can choose a deictic gesture to specify the concept of past, present and future performing
a gesture of pointing. A spatiographic gesture sets events in time (from the left to the right), a
pictomimic gesture indicates the duration of the events, and a kinemimic gesture their unfolding in
time.

A gesture is not a simple static position showing the hand under a certain configuration. A gesture
is also a dynamic process which can be performed in a particular body space region (sequence of
postures) or performed with a large movement in this body space (the hand moving in the body space
describes a trajectory). It is thus difficult to reduce the movement to simple geometrical primitives
such as lines, arcs or circles, 8, because we then lose all the expressibility of a natural gesture. The
dynamic of a gesture is unforeseeable. Thus, problems arise, because the execution of a gesture can
vary according to its author (stylistic problem) and according to the context, the mood or the tiredness
of the person (situational problem) [69].

3 Gesture Modeling

A hand gesture realization can be seen as a stochastic process in the parameter gesture space during a
suitable interval time [43]. Indeed, hand gestures are dynamic processes which follow a characteristic
scheme in space and time. We distinguish three phases in the achievement of a simple gesture [49]:

1. the preparation (preparatory movement starting from a home position)
2. the kernel (hand postures, gesture trajectory),
3. the retraction (return movement to a rest position).

The properties of this scheme are universals and can be used to describe the majority of hand
gestures (static, dynamic localized and dynamic in movement), except beat-like gestures.

It is necessary to differentiate static gestures, localized dynamic gestures and non-localized dynamic
gestures. The static hand gesture is characterized by its posture, i.e. by a particular configuration

6Some gestures behave in time like sinusoids [21]. Indeed, many gestures are oscillatory movements that humans do
in critical or potential dangerous situations
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of the fingers and the palm. Dynamic gestures are characterized by the sequence of postures or the
global shape of the movement.

For static gestures, the kernel of the Kendon’s scheme is formed by a hand posture. The preparation
phase brings the hand in a workspace and the retraction phase ends the gesture. It is the same for
located dynamic gestures, but the kernel is formed by a sequence of hand postures. For the non-
localized dynamic gestures, the kernel is formed by the trajectory realized during the gesture and
possibly by the sequence of postures performed during the movement.

Thus, problems arise such as the temporal gesture segmentation regarding to non-intentional
movements or the determination of the execution time interval of a gesture. Indeed, it is necessary
to be able to distinguish isolated dynamic gestures, connected dynamic gestures and linked dynamic
gestures [10]. Isolated gestures are the simplest to recognize because they are naturally segmented by
gestural gaps. Connected gestures are gestures executed the one after the others without covering.
For linked gestures, the end of a gesture could influence the beginning of a new gesture and conversely.
It is possible to compare this phenomenon with co-articulation in speech. Indeed, when a speaker
speaks, the phonemes (sound elements of the language) can be modified by the next phoneme which
will be pronounced.

To simplify some of these problems, a gesture scheme including the rules for the segmentation has
been drawn [74].

e Gestures are movements in three phases. From a rest position, they start with a slow movement.
Then, they continue in a phase increasing in speed. After all, they end in a fast return to a rest
position. This is the Kendon scheme.

e Hands have a particular configuration during the execution of the movement.
e The slow movements between rest positions are not gestures.
e Hand gestures are restricted to a specific workspace.

e Static hand gestures need a fixed time period to be recognized. The repetitive movements can
be gestures.

The resolution of the segmentation problem for the dynamic gestures can be done by various
trajectory-feature extraction techniques like pauses [15] or inflections and changing points [80].

3.1 The Hand

Hand has adaptabilities and a great dexterity [87]. Its natural character makes it advantageous in
urgent situations which need an instinctive reaction. Its adaptability refers to its facility to be able
to pass slowly and quickly from a function to another. Its dexterity enables it to perform a complex
task in an optimal way. The hand is an object highly deformable which owes its qualities to the
association of the muscles and the numerous articulations connecting the bones of its skeleton. Hand
has, according to authors, between 27 and 29 degrees of freedom [77] [87]. The numerous muscles
and tendons interconnections and interactions give a big complexity to the movement. Most of the
muscular mass is related to the forearm with long tendons which transmit the force to the fingers.
The hand is thus an excellent compromise of lightness, flexibility and force.

We know the length of the segments (Figure 2), as well as articulation angles respecting specific
constant and dynamic constraints [77]. The fingers perform movements of inflection, extension, ab-
duction and adduction (Figure 3). The inch is disunited from the palm. Indeed, the three degrees
of freedom of the trapezoidometacarpal” articulation allows the inch to do a longitudinal rotation in
opposition with the other fingers.

Gestures are not limited to hand gestures. Indeed, body gestures have also a significant place in the
gesture channel. They complement hand gestures and they often give informations on the emotional

"the trapezoidometacarpal articulation is located at the base of the inch.
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Figure 2: Anthropometric hand model

and cognitive state of the subject, through visible emotions on the face or the activity relating to the
change of body posture.

3.2 The Body

Hand gestures tend to be centered on the body [87]. The most used body representations are models
in three dimensions (Figure 4), generally for applications of images synthesis and computer animations
[59].

However, we can be satisfied with simpler models in two dimensions. We can thus represent the
body by the length of the segments of his skeleton (Figure 5) which are expressed according to the
total height of the body. The proportions result from anthropometric studies [104].

The use of such a model could permit to analyze some body postures (sited, standed, dropped),
but it could also help us to seek the hands and to interpret their gestures.

3.3 Discretization of Body Space

Some authors propose to divide the neighborhood of the body following zones where gestures evolve
[64], in order to do a discretization of the representation space of gesture parameters. Indeed, all the
gestures are not performed at the same locations and in the same way in the body space. This space
can be built by taking the center of the body as a reference, the axis of body symmetry as principal
axis and the maximum distances that the hands can reach as limits.

The body space is divided in rectangular zones numbered and concentric around the bust (Figure
6). The center-center is positioned on the chest. The center, slightly larger than the center-
center, includes the shoulders. The periphery includes the center to contain the face and the hands
at rest. The extreme periphery extends the periphery to the maximum distance that the hands can
reach.

This space discretization is a first stage toward static gesture segmentation. Indeed, in order to be
able to detect effectively the user intention to address himself to the system, it will be supposed that
any recognized commands should result only from an intentional effort from the user [5]. At the time
of such an effort, the hands move in a particular zone of the body space, named active window [61].
Moreover, postures recognized in a active window must belong to a specific vocabulary of intuitive
commands which have little chance to be realized by inadvertence, and which claim a short and weak
effort of the user to not to tire him. Indeed, a hand gesture uses arm muscles, and not always have
support points.

Thus, while restricting to an active window and by defining a vocabulary, we limit the immersion
syndrome, i.e. the impossibility for the user to interact in the real world when the computer collects
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Figure 3: Fingers movements

and interprets all his movements. To illustrate this syndrome, let us imagine a user interacting with a
computer, suddenly he stops and performs a non-intentional movement because a person came in the
room and spoke to him. Unfortunately, the non-intentional movement is interpreted by the machine
and can then cause an incident.

4 Gesture Analysis

Gesture analysis must take into account spatial and temporal dimension. It must implement relevant
extraction feature techniques, regarding the source of the data and adapted to the recognition method.
We can distinguish two types of gesture interfaces: instrumental interfaces and the pure gesture
interfaces [5]. The instrumental interface analyzes the trace left by the gesture using a mouse or a
pen and the pure gesture interface interprets the gesture with a numerical glove or of a camera.

We will place ourselves within the framework of a pure gesture interface which constitutes for us
a major interest. Indeed, it is considered that only the sensors such as a numerical glove or a camera
enable us to exploit the gesture channel to realize advanced man-machine interfaces.
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Figure 4: A three dimension body model
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Figure 5: Anthropometric body model: The length of the segment are express according to the total
height of the body

4.1 Glove based Analysis

Special devices containing gloves were developed to analyze the hand configuration. One of the
application is the navigation into virtual worlds. The user is provided with a helmet, a numerical
glove and is immersed in a virtual world. The glove allows the system to locate the hand in space and
to reconstruct it in virtual reality. Thus, the subject can interact with the virtual scene, generally by
taking objects, while pressing on buttons or by moving sliders. Numerical gloves use mechanical or
optic sensors which translate the fingers inflection and abduction movements into electric signals. The
hand position and orientation are given by electromagnetic or acoustic sensors. There are different
kinds:

e Digital Data Entry Glove [39],
e VPL DataGlove [98],

e Exos Dexterous HandMaster (Little Inc, 1987),
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Figure 6: Space discretization for hand location

e Power Glove (Mattel Inc, 1989),
e Virtex CyberGlove [53],
e Space Glove [45].

The more used glove is DataGlove from VPL Research. It is composed by sixteen degrees of freedom
(ten inflection informations and six position informations). However, the acquisition frequency of the
numerical gloves remains weak and produces relatively noisy data. Moreover, the user is connected
physically by cables to the computer, and it denatures the gesture performed. Numerical gloves are
cumbersome and complex to connect. That’s why, various techniques based on image processing and
analysis were introduced to enrich the natural aspect of the interaction.

4.2 Image-based Analysis

The body posture or hand gesture analysis, based on the image is the most natural way for the
construction of man-machine gesture interfaces, but it is also the most difficult to do. The image is a
non-intrusive modality for gesture recognition [17]. New technologies allow to do image processing in
real time. Thus, the interaction based on the image becomes possible. However, this approach raises
many technical problems: to segment the body or the hand from the scene, to analyze postures and
track the object segmented in a sequence of images.

4.2.1 Image Segmentation

To simplify the segmentation, some systems use passive markers (colored points), active markers
(luminous diodes) or skin color. When the subject is motionless, the camera fixed and the background
stable and uniform, we can then localize the markers in the image. Moreover, the hand has a particular
color which could be discriminant. Thus, we use techniques based on color histograms [81] or on
chromatic look-up tables (HSI® or RGB?) based on pixels of skin color. However, these localization
techniques are limited by the variability of the skin color in different illumination conditions.

8tint, saturation and intensity.
9red, green and blue.
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4.2.2 Posture Analysis

An approach to analyze postures and gestures, is to perform a three dimensions reconstruction. A
3D model is matched with one or more images to estimate the parameters (orientations, angles of the
articulations). However, the problem of occlusion limits this technique when using only one sensor,
which can be partially solved by the use of several cameras. Models used in three dimensions can be
volumetric or skeletons.

Volumetric models are used to describe the visual appearance of the objects in computer animation,
and thus, to perform an analysis by synthesizing the tracking and the posture [52] [105]. In those
models, we use geometrical structures, such as cylinders, spheres or ellipses, to represent the form of
certain parts of the body (fingers, arm, forearm, legs) [72] [28] [30] [38] [71]. The parameter estimation
of these models is complex. Indeed, it is necessary to be able to consider the initial parameters and
to update them during time. This method is very expensive and is difficult to implement in real time.
Moreover, the knowledge of the exact posture of the hand, for example, is useless for communication
gestures [74], but is well adapted for manipulation gestures.

Skeleton models are based on the morphological and bio-mechanical characteristics [95] [91] to
represent the articulatory segments and angles [2] [78] [76] [97].

Another approach of analysis is based on a similarity measure with elements of a set of established
postures or gestures. Many methods use deformable 2D hand or body models [56] [50] [22] [37],
in which we adjust and associate a pattern with an existing model using an interpolation function.
These patterns generally consist of a succession of points coming from the contours, from the finger tips
curve extraction [19] [26] or from the calculation of the Gabor’s filters in particular points of the image
[93] [94]. Deformable models can provide sufficient informations for the handling and communication
gestures, but they require a high image resolution and have a high computational cost. Other methods
are correlation techniques of a image transformation such as a decomposition into eigen-vectors and
the accumulation of spatial-temporal informations. These techniques are much easier to compute, but
they give less precise informations, which makes them less adapted to exploit handling gestures.

4.2.3 Tracking

We specified that a gesture is a process as much temporal than spatial. This implies to be able to
know at each time, i.e. in each image, the position of the hand previously recognized, in order to
establish its trajectory. There are various techniques to predict the next location of the hand or to
estimate the parameters of a 2D or 3D model, by using a dynamic model [78] [55] or Kalman’s filters
[97] [73] [106] [63].

5 Gesture Recognition

Gesture recognition consists in classifying the data resulting from the analysis phase. Gesture recogni-
tion (dynamic gestures) requires an invariance in time, whereas on its side, the recognition of postures
must be invariant in scale and in orientation. Natural gesture recognition is difficult because the
gestures have a very great variability from one person to another. Moreover, the gesture recognition
suffers from problems of co-articulation. For example, the movement which the author of the gesture
plans to perform after a gesture can influence the end of the current gesture. In the same way, during
the execution of a localized dynamic gesture (sequence of postures), an transitory non-intentional
posture can be recognized, which could alter the recognition.

5.1 Static Gesture Recognition

Posture recognition can be based on gestural action models (archive of movements in an image [29]
[8] formed by the accumulation of the movement), on contours [27] [85] [48], on size functions [96]
[36], on mathematical moments [89] (signatures [11], Zernike’s moments [44], steerable filters [33]), on
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eigen-vectors [66] or on Gabor’s coefficients [93]. Zernike’s moments [83] have invariant magnitudes in
rotation and the orientation histograms [35] are invariants in lighting conditions. But, these techniques
need an large image resolution to be discriminant.

Posture recognition can be done by a decision tree [15] and a research of the maximum of likelihood
[79] where a distance measure is used to evaluate the correlation of a feature vector with posture
examples [24]. Posture recognition can also be done by Neural Networks [53].

5.2 Dynamic Gesture Recognition

Features used to recognize gestures are numerous. We generally use the trace of the movement,
acceleration, speed, polar speed, angular speed [17], the length of the bounding box, the overall length
or angle [79]. These features, more or less invariant, are extracted in a window of fixed or variable
size.

5.2.1 Dynamic Time Warping

This method uses techniques of dynamic programming to temporally align two gesture sequences of
different duration [17]. The dynamic programming tries to solve a task of correspondence by searching
the minimal cost of a path in a graph where the nodes generally represent the states of a gesture [103].

5.2.2 Neural networks

Gesture recognition can be done by artificial Neural Networks. When gestures have a fixed size
(postures) or when gesture features are of finite length, it is generally possible, to use a multi-layer
perceptron [60] [41]. Other authors will prefer to use Kohonen topological maps [9]. However, the
gestures are not always fixed length, their duration can be very variable. Researchers then use recurrent
Neural Networks [70] or TDNN (Time Delay Neural Networks) [99].

5.2.3 Hidden Markov Models

Hidden Markov Models (HMM) are intensively used in gesture recognition [86] [82]. They are stochas-
tic processes [75] made up of hidden states, distributions of transitions between the states and distri-
butions of emissions to emit observations. A HMM model is assign to each gesture to be recognized,
then the parameters of these models are determine by training. The training of the HMM consists
in calculating the probabilities of transitions and emissions by optimization of the maximum of like-
lihood through a set of training examples. For that, we use procedures of likelihood maximization
like the Baum-Welch algorithm [6]. At the time of the recognition, the HMM model which has the
greatest probability of having generated the gesture observed is selected and then the recognition is
accomplished.

But first of all, it is necessary to be able to model the observations which, in gesture recognition,
are the elementary components of a gesture (postures, trajectories) represented by vectors of features.
To model the observations, we use Gaussian Mixtures [67], Neural Networks or quantization vector
techniques (Geometrical moments, Zernike moments, Eigen-Vectors).

5.3 Existing Systems
5.3.1 Glove based Systems

An implementation of a virtual world combining hand gestures, texts, sounds and stereoscopic images
exists [20]. This system simulates a room containing nonrigid objects which can be created or moved
in real-time by two users.

Glove-talk [31] is an interface including the hand of a user and a voice synthesizer. It uses five
artificial Neural Networks to recognize a vocabulary of two hundred and three hand gestures associated
with words.
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VirtualPanelArchitecture [88] combines a hardware and software control panel. The users can
respectively turn, move and point virtual buttons, sliders and screens.

The pointing system VirtualEnd-Effector [100] is used to train and direct robots using hand ges-
tures. It uses Neural Networks based on a skeleton transformation.

The GIVEN system [32] (Gesture-based Interaction in Virtual Environments) introduced tech-
niques allowing the user to take and surround virtual objects and thus gets a more precise interaction.
The use of tactile sensors was proposed to increase the sensitivity in virtual spaces.

One of the most recent concepts is an alternative between multimedia systems and virtual reality
systems [54]. Such systems represents an virtual working environment containing objects and virtual
control tools. Objects are manipulated on a real desk by various users collaborating on a same task.

In the CHARADE system [4], hand gestures are used to control navigation in a hypertext. It runs
in real time and recognizes six command gestures. All these gestures include three phases (starting
posture, dynamic phase, final posture). Discrimination between the various commands is done with
the first two steps. However, the posture vocabulary is complex to realize, which does not facilitate
the use of the system.

5.3.2 Image based Systems

e Systems using 3D hand models:
An approach used in hand gesture recognition consists in building a three-dimensional model of
the human hand. The model is matched with images. Then, the parameters corresponding to
the orientation and to the angles of the articulations are considered and classified.

Such a system exists [28]. It recovers human members from a sequence of images using an
articulated cylindrical human model. The images are obtained on uniform black background
from a monochrome camera. The matching of the model on the image is based on a perspective
projection of the cylindrical model and on the comparison with the contours obtained in the
image. The system then provides kinematic informations of the angles of the articulations.

A cylindrical model was also developed at ATR Research laboratory [30]. The system uses
stereoscopic cameras and an algorithm which partition an object in a hierarchical set of cylinders
to model the human hand. The contours points extracted from the image are used to find the
axis and the size associated with cylinders.

DigitEyes, a complete hand gesture recognition system, uses a kinematic 3D cylindrical model
with 27 degrees of freedom [78]. Finger tips are extracted from stereoscopic images on restricted
background and are used as features to find the correspondence with the model. The tracking
of the features and the estimation of the parameters of the model are done by minimization of
the residual error. The system was designed to run a three-dimensional mouse application using
only one camera and to estimate the angles of the articulations of the hand using stereoscopic
cameras.

A hand gesture analysis system based on a skeletal model in three dimensions was developed by
Lee and Kunii [57]. This model has 27 degrees of freedom and incorporates constraints resulting
from the kinematic of the hand to reduce the search of space of the parameters of the model.
The system was used for the analysis of 16 symbols of the ASL!?. It produces very weak errors,
but the computing time is very high.

In the same way, Kuch formalized a hand model with 26 degrees of freedom including six
kinematic constraints of the hand [55]. This model can follow complex hand gestures in a full
sequence of images coming from only one camera. The system was used for the tracking of ASL
gestures and for applications such as “Virtual Guns”.

e Systems using markers or colored gloves:
The human hand has a highly not-convex form and detecting its configuration starting from

10 American Sign Language.
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images is very difficult. One of the techniques is thus to place distinct colored markers on the
hand and more generally on the finger tips.

Torige and Kono conceived a system which indicates the direction of the moving hand [92]. They
use stereoscopic cameras, black gloves and colored markers on the shoulder, the elbow, the wrist
and the finger tips. They calculate the position of the fingers and the parameters of movement
to control a robot manipulator.

Davis and Shah [25] use also markers on finger tips. The system calculates the trajectories of
the markers, then it uses them to determine the beginning and the end of a gesture. The system
perform a temporal segmentation of seven hand gestures at four images per second.

Maggioni [58] uses the images from only one camera and a glove whose areas are differently
colored. The system calculates several geometrical parameters and uses them to estimate the
position and the orientation of the hand.

Cipolla, Okamoto and Kuno [19] use a glove, whose finger tips are marked, to determine the
translation and the rotational movement of the hand in order to change the position and the
orientation of a virtual object.

Systems using the properties of the image:

These systems are based on the extraction of certain features associated with hand posture
images. This techniques can simply work on geometrical moments of the image (Hu moments
[65], Fourier-Mellin moments [3], Zernike moments [89]) or with artificial Neural Networks.
However, the purpose of these methods are not to consider the extracted parameters of the
hand like the angles of the articulations, their objective is either to perform a tracking of the
hand, or a classification of the posture.

Darrell and Pentland developed a system working at ten images per second using a set of views
[23]. Each hand gesture is represented by its own set of various views. These views are matched
with the gestures of an image sequence by using temporal correlation techniques (Dynamic Time
Warping).

Segen [84] uses contours extraction techniques starting from simple silhouettes to distinguish in
real-time ten distinct postures.

Ahmad and Tresp [1] propose a Neural Network to classify a hand posture. This one is described
by the polar coordinates of the finger tips and the center of the hand in the image. This Neural
Network is conceived to deal with missing input features. If all the characteristics are present,
it obtains an error rate of 5%. Ahmad also developed a three-dimensional real-time tracking
system of the hand in complex environments [2]. He uses a histogram segmentation and three
geometrical moments to extract and localize in the image the finger tips and the angles of the
articulations.

Starner and Pentland [86] use geometrical parameters of a uniform colored hand. Then, a Hidden
Markov Model with five states performs the classification of some ASL gestures.

Schlenzig, Hunter and Jain use Zernike moments as features [83]. These features are calculated
from images of hand postures against a uniform background. A HMM model performs the
recognition of six hand gestures at the rate of %Hz.

Kjeldsen [51] conceived a system to control a window based interface using hand gestures. It
uses a histogram segmentation, a Neural Network for the differentiation of postures and a set
of rules for gesture recognition. Freeman and Roth [34] proposed a simple and fast system for
posture recognition using histograms of local orientations. The system is robust to the local
illumination variations, but requires a uniform black background.

Turk [42] proposed a state based approach to gesture learning and recognition. Using spatial
clustering and temporal alignment, each gesture is defined to be an ordered sequence of states
in spatial-temporal space. The 2D image positions of the centers of the head and both hands of
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the user are used as features; these are located by a color based tracking method. From training
data of a given gesture, the spatial information is first learned without doing data segmentation
and alignment, and then the data is grouped into segments that are automatically associated
with information for temporal alignment. The temporal information is further integrated to
build a Finite State Machine (FSM) recognizer. Each gesture has a FSM corresponding to it.
The computational efficiency of the FSM recognizers achieves real-time online performance. An
experimental system was built that plays a game of ”Simon Says” with the user.

Marcel [62] uses a hybrid approach of Neural Networks and Hidden Markov Models, called
Input-Output Hidden Markov Models, to recognize four dynamic hand gestures. The skin color
is filtered and the resulting pixels are processed to segment the hand from the image. Thus,
the center of gravity of the hand is provided to the recognizer. This approach gives a good
recognition rate and also achieves the rejection of non-trained gestures.

Bretzner [12] presents an algorithm and a prototype system for hand tracking and hand posture
recognition. Hand postures are represented in terms of hierarchies of multi-scale color image
features at different scales, with qualitative inter-relations in terms of scale, position and ori-
entation. In each image, detection of multi-scale color features is performed. Hand states are
then simultaneously detected and tracked using particle filtering, with an extension of layered
sampling referred to as hierarchical layered sampling. Experiments have shown that the perfor-
mance of the system is substantially improved by performing feature detection in color space
and including a prior with respect to skin color. These components have been integrated into
a real-time prototype system, applied to a test problem of controlling consumer electronics us-
ing hand gestures. In a simplified demo scenario, this system has been successfully tested by
participants at two fairs during 2001.

“Intelligent Surfaces” (Magic Boards and Digital Desks):

The MagicBoard [7] project aims at augmenting a perfectly ordinary whiteboard-like surface
with electronic capabilities, via a video projector and a pan-tilt-zoom camera. The user works
on the board as in the usual way, drawing or writing with ordinary marker pens. Whenever he
chooses, the user can ”grab” an electronic copy of the things that have been drawn or written
with the marker pen. This copy is projected back onto the board, precisely overlaying the
original markings with the appropriate color. The physical ink may then be erased and the
electronic version manipulated on the board’s surface: it can be duplicated, moved, enlarged or
reduced, printed, or hidden for a moment before being recalled. Meanwhile, the user may add to
her designs with the marker pen as before. At any time, these new markings can be turned into
digital form to merge with the electronic version of her work. An horizontal implementation,
called the MagicTable, of the board exists. Red tokens (small disks made of plastic) are used
instead of fingers.

The DigitalDesk [101, 102] is a desk with a computer-controlled camera and projector above it.
The camera sees where the user is pointing, and it reads portions of documents that are placed
on the desk. The projector displays feedback and electronic objects onto the desk surface. This
DigitalDesk adds electronic features to physical paper, and it adds physical features to electronic
documents. The system allows the user to interact with paper and electronic objects by touching
them with a bare finger (digit). Instead of ”direct” manipulation with a mouse, this is tactile
manipulation with a finger.

Conclusion

This document had as an ambition to introduce gestures and to provide the reader with an non-
exhaustive overview of hand gesture recognition systems and applications.

Actual gesture interfaces are limited (small number and low complexity of gestures to recognize)

and generally do not deal with bi-manual gestures [40] [13] [47] [46].
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Multi-Modal interfaces of the future should achieve real-time hand gesture recognition. These
interfaces will be able first to detect and identify persons and then to recognize many different hand
gestures (including bi-manual hand gestures).
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