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Abstract. The performance of face verification systems has steadily improvadiow last few years. State-
of-the-art methods use the projection of the gray-scale face imageliimear Discriminant subspace as input
of a classifier such as Support Vector Machines or Multi-layer PermeptrUnfortunately, these classifiers
involve thousands of parameters that are difficult to store on a smarfaainstance. Recently, boosting
algorithms has emerged to boost the performance of simple (weakjfidessby combining them iteratively.
The famous AdaBoost algorithm have been proposed for objecttieteand applied successfully to face
detection. In this paper, we investigate the use of AdaBoost for fadfication to boost weak classifiers
based simply on pixel values. The proposed approach is tested orlantek database, namely XM2VTS.
Results show that boosting only hundreds of classifiers achieved ta¢ao$-the-art results. Furthermore,
the proposed approach outperforms similar work on face verificamguoosting algorithms on the same

database.
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1 Introduction

Identity verification is a general task that has many rdaldipplications such as access control, transaction
authentication (in telephone banking or remote credit panghases for instance), voice mail, or secure tele-
working.

The goal of arautomatic identity verification systeimito either accept or reject the identity claim made
by a given person. Biometric identity verification systems based on the characteristics of a person, such
as its face, fingerprint or signature. A good introductiondentity verification can be found in [16]. Identity
verification using face information is a challenging resbarea that was very active recently, mainly because
of its natural and non-intrusive interaction with the aulfigation system.

The paper is structured as follow. In section 2 we first infi@lthe reader to the problem of face verifica-
tion.

Then, we present the proposed approach, boosting pixelbaassifiers for face verification. We then
compare our approach to state-of-the-results on the bemthdatabase XM2VTS. Finally, we analyze the
results and conclude.

2 Face Verification

2.1 Problem Description

An identity verification system has to deal with two kinds eéets: either the person claiming a given identity
is the one who he claims to be (in which case, he is callelteat), or he is not (in which case, he is called an
imposto). Moreover, the system may generally take two decisiortheeacceptthe client or rejecthim and
decide he is aimpostot

The classical face verification process can be decomposedéveral steps, nameisnage acquisition
(grab the images, from a camera or a VCR, in color or gray $yviehage processingapply filtering algo-
rithms in order to enhance important features and to reche@oise)face detectior{detect and localize an
eventual face in a given image) and findihce verificatioritself, which consists in verifying if the given face
corresponds to the claimed identity of the client.

In this paper, we assume (as it is often done in comparabiéestbut nonetheless incorrectly) that the de-
tection step has been performed perfectly and we thus ctrateon the last step, namely the face verification
step. The problem of face verification has been addressefbyedt researchers and with different methods.
For a complete survey and comparison of different apprcasie [18].

2.2 State-of-the-art methods

The representation used to code input images in most stdke-@rt methods are often based on gray-scale
face image [10, 7] or its projection into Principal Comporsubspace or Linear Discriminant subspace [6]. In
this section, we briefly introduce one of the best method [6].

Principal Component Analysis (PCA) identifies the subspdefined by the eigenvectors of the covari-
ance matrix of the training data. The projection of face iesmato the coordinate system of eigenvectors
(Eigenfaces) [14] associated with nonzero eigenvaluegaeh information compression, decorrelation and
dimensionality reduction to facilitate decision making. Liear Discriminant is a simple linear projection
where the projection matrix is chosen according to a givéargsn such as the Fisher criterion [5]. The Fisher
criterion aims at maximizing the ratio of between-clasdtec#o within-class scatter. Finally, the Fisher Linear
Discriminant subspace holds more discriminant featuresl&ssification [2] than the PCA subspace.

In [6], the projection of a face image into the system of Fisflaees yields a representation which will em-
phasize the discriminatory content of the image. The madisten tool is Support Vector Machines (SVMs).

The above approach involves thousands of parameters thdifficult to store on a smart-card for instance.
New approaches should be investigate to build classifiéng osly hundreds of parameters. Recently, boosting
algorithms has emerged to boost the performance of simmal(classifiers by combining them iteratively.
The famousAdaBoostalgorithm have been proposed for object detection [15] aplied successfully to face
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detection [11]. AdaBoost have been applied also to facdization [1] to boost classifiers based on Haar-like
features (Fig. 1) as described in [11]. Unfortunately, thaesting approach has obtained results far from the

A=, §

Figure 1: Five types of Haar-like features.

3 The Proposed Approach

In face verification, we are interested in particular oljentimely faces. The representation used to code input
images in most state-of-the-art methods are often basedaynsgale face image. Thus, we propose to use
AdaBoost to boost weak classifiers based simply on pixelegalu

3.1 Feature Extraction

In a real application, the face bounding box will be providgdan accurate face detector [4], but here the
bounding box is computed using manually located eyes coatels, assuming a perfect face detection. In this
paper, the face bounding box is determined using face/hetimiogpometry measures [3] according to a face
model (Fig. 2).

Figure 2: Face modeling and pre-processing. On the leftfate modeling using eyes center coordinates and
facial anthropometry measures. On top-right: the origiaeé¢ image. On the bottom-right: the pre-processed
face image.

The face bounding bowh crops the physiognomical height of the face. The widtbf the face is given
by zy zy/s wheres =2-pupi | _se/x_ee andx_ee is the distance between eyes in pixels. In this model,
the ratiowh is equal to the ratio 15/20. Thus, the heifphtf the face is given byw20/15 andy_upper =
h-(tr_gn-en_gn)/tr_gn. The constantpupi | _se (pupil-facial middle distancegn_gn (lower half
of the craniofacial height},r _gn (height of the face), andy _zy (width of the face) can be found in [3].

The extracted face is downsized to a 15x20 image. Then, werpehistogram normalization to modify
the contrast of the image in order to enhance important featurinally, we smooth the enhanced image by
convolving a 3x3 Gaussiam (= 0.25) in order to reduce the noise. After enhancement and smmap(kig. 2),
the face image becomes a feature vector of dimension 300.
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3.2 Boosting Weak Classifiers
3.2.1 Introduction

A complete introduction to the theoretical basis of boagtmd its applications can be found in [12]. The
underlying idea of boosting is to linearly combine simpleakelassifiersq;(x) to build a strong ensemble

fla): i
fla) = aihi(a)

Both coefficientsy; and hypothesis; () are learned by the boosting algorithm. Each classifiet) aims
to minimize the training error on a particular distributiofthe training examples.

At each iteration (i.e. for each weak classifier), the bogstirocedure modifies the weight of each pattern
in such a way that the misclassified samples get more weightinext iteration. Boosting hence focuses on
the examples that are hard to classify.

AdaBoost[17] is the most well known boosting procedure. It has beerduis numerous empirical studies
and have received considerable attention from the macharaing community in the last years. Freund et al.
[17] showed two interesting properties of AdaBoost. Fitst training error exponentially goes down to zero as
the number of classifiers grows. Second, AdaBoost stilhleafter the training error reaches zero. Regarding
the last point, Schapire et al. [13] shown that AdaBoost mbf olassifies samples correctly, but also compute
hypothesis with large margins The margin of an example isddfas its signed distance to the hyperplane
times its label. A positive margin means that the exampleai elassified. It has been shown that maximizing
the margin minimizes the generalization error [13].

3.2.2 Boosting Pixel-based Weak Classifiers

We choose to boost weak classifiers based simply on pixeésahs described in [15] for face detection. The
weak classifieh; to boost is given by:

_ I xfigei
hi(‘”)_{o oxg, >0

wherez is the given input imagef; is the index of the pixel to test in the imageand6; is a threshold.
AdaBoost estimates iteratively the best featufg 6} for 1 < i < 300.

4 The XM2VTS Database and Protocol

The XM2VTS database contains synchronized image and spgitalrecorded on 295 subjects during four
sessions taken at one month intervals. The 295 subjectsdigded, according to theausanne ProtocdR],

into a set of 200 clients, 25 evaluation impostors, and 70rgsostors. Two different evaluation configurations
were defined. They differ in the distribution of client triig and client evaluation data. Both the training client
and evaluation client data were drawn from the same reogiasions for Configuration | (LP1) which might
lead to biased estimation on the evaluation set and henaeppoimrmance on the test set. For Configuration
I1 (LP2) on the other hand, the evaluation client and tesintlsets are drawn from different recording sessions
which might lead to more realistic results. This led to thiéofeing statistics:

e Training client accesse8:for LP1 and4 for LP2
e Evaluation client accesse800 for LP1 and400 for LP2

o Evaluation impostor accesses), 000 (25 * 8 * 200)

Test client accesses00 (200 * 2)

Test impostor accessekt2, 000 (70 * 8 * 200)
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Thus, the system may make two types of errdiadse acceptance@A), when the system accepts an
impostor andfalse rejectiongFR), when the system rejectslent In order to be independent on the specific
dataset distribution, the performance of the system isiafteasured in terms of these two different errors, as

follows: ber of FA
number
FAR — umber of FAS @
number of impostor accessés

number of FRs
— : . )
number of client accesses

A unique measure often used combines these two ratios iatedtftallecHalf Total Error Rate(HTER) as
follows:

FRR

FAR+ FRR
= ®)

Most verification systems output a score for each accessecta a threshold over which scores are
considered genuine clients instead of impostors can greattlify the relative performance of FAR and FRR.

A typical threshold chosen is the one that reache&tiigal Error Rate(EER) where FAR=FRR on a separate
validation set.

HTER =

5 Experimental Results

In this section, we provide experimeritaesults obtained by our approach, pixel-based boosted vlaaki-
fiers, on the configuration | of the Lausanne Protocol. We amathe results obtained to the state-of-the-art
and to similar work using AdaBoost.

Subwindow

extraction Normalisation
Zj PRENS
== I@M@:—-a@ ) |=
Subsampling

Face feature vector
of dimension 1200 (30x40)

Figure 3: Pixel-based boosted classifier for face verificati

For each client, three shots are available. Each shot wtlglshifted, scaled and mirrored to obtain 220
examples. 2x220 patterns were used for training the cliemtahand 1x220 patterns were used as a validation
set to evaluate a threshold decision. The negative sampdesido-impostors) were generated by taking the
three original shots of all other clients ((200-1) client3 shots = 1194 patterns). A model has been trained for
each client.

In table 1, we provide the results obtained by our boostiny@ach AdaPiX¥ using different number of
classifiers (50, 100, 150, 200). We provide also resultsioddiby a state-of-the-art approach, namely Normal-
ized Correlation {C) [8], and results obtained using boosted classifiers baseswen Haar-like features [1]
(AdaHaar?.

From these results, it can be shown that the performanéelaPixincrease when increasing the number
of classifiers. It can be shown also that they can be compartn tstate-of-the-artNC). AdaPixoutperforms
AdaHaar7with less classifiers. FurthermoradaHaar7obtained results far from the state-of-the-art. As a
fair comparison, we used our AdaBoost algorithm to boostketassifiers for the three first types (Fig. 1) of
Haar-like featuresAdaHaar3, and we obtained an HTER two times smaller tiataHaar7with two times
less classifiers.

1The machine learning library used for all experiments is Tdrith://www.torch.ch
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y Model [ FAR | FRR] HTER |
NC[8] 346 275] 31
AdaHaar7200[1] | 6.9 | 88 | 7.85
AdaPix50 334 40 | 367

AdaPix100 3.16| 3.5 3.33
AdaPix150 3.11| 35 3.30
AdaPix200 275] 3.0 2.87
AdaHaar3100 229| 5.0 3.64

Table 1: Comparative results in terms of FAR/FRR and HTERhenconfiguration |

6 Conclusion

In this paper, we proposed the use of AdaBoost for face vatiin to boost weak classifiers based simply on
pixel values. The proposed approach was tested on a bericdatabase, namely XM2VTS, using its associate
protocol. Results have shown that boosting only hundredsaskifiers achieved near state-of-the-art results.
Furthermore, the proposed approach outperforms similak wo face verification using boosting algorithms
on the same database.

Boosting algorithms will certainly be used more and morermfh face verification. A new direction will
be probably, to combine the efficiency of boosting algorihaith discriminant features such as LDA.
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