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Abstract—This paper describes a high performance
innovative and sustainable Speaker Identification%ID) solution,
running over large voice samples database. The stin is based
on development, integration and fusion of a seriesf speech
analytic algorithms which includes speaker model reognition,
gender identification, age identification, languageand accent
identification, keyword and taxonomy spotting. A ful integrated
system is proposed ensuring multisource data managent,
advanced voice analysis, information sharing and #€ient and
consistent man-machine interactions.

Keywords: speaker identification, audio and voice analysis,
OSINT, Forensics, LEA

I.  INTRODUCTION

To date, one of the prominent challenges encouhtbye
LEAs and security agencies (SA) in fighting crimada
terrorism is the use of multiple and arbitrary itkes by
terrorists and criminals. Being tracked by LEAseythuse
increasingly sophisticated means to hide their idgattity and
real activities in the telecommunication domain TRS
Cellular, SATCOM) and in the Internet domain (pézmpeer
VOIP apps and social media) in order to mislead thas and
to make their tracking or monitoring very difficudtr almost
impossible. For example, criminal and terrorists case
randomly multiple prepaid cell-phones, replacing d an
switching between them frequently, knowing thatkilg
prepaid cell-phone identity (MSISDN/IMSI/IMEI) withthe
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real subscriber identity is very difficult. Moreawehen using
post-paid cell-phones, the criminals/terroristsngfeathe SIM
cards occasionally creating a real difficulty toklibetween all
these SIM cards identities (‘IMSIs’). They may ewsse any
public phone in the street or in a nearby coffegpsla roamer
phone or even a passer-by cell phone. In the leterthe
criminals and terrorists use easily, many diffeidantities and
nick names through various Voice Over IP applicetio

Another challenge that LEAS/SAs face is the ‘Unknow
2nd side’ (or unknown participant) in a conversatisith a
suspect which is being lawful intercepted. Thisbiem is
another side of the first challenge above and iivel@é from it.

It is important for LEAs to know who both particita are in a
lawfully intercepted call, as unknowf’aide conversations are
estimated to be 30% of all transcript products auwful
interception.

The third challenge for LEA's is the possibility tese
performing and efficient VVoice Recognition (‘VR’)jdmetric
technologies while preserving the public's privaand
conducting ethically in a way that respects sotmdams. For
example, innocent callers who use suspect's phoutinely
and therefore should not be eavesdropped upons@itiley are
forced by the suspect to communicate with another
suspect/criminal). Or another example, suspect Iy&ami
members who use the suspect phone at their hortinaiyufor
personal business, for their personal matter, affhothe
phones under a court warrant permitting lawful reggtion.



These "innocent" calls must be filtered out frore thawful

Interception process. (Nevertheless, where inngoeople are
forced by the suspect to communicate with othepetts or
criminals, these calls should be identified andnrepted).

Few more challenges that LEA face are in the canéx
speaker identification reliability:

» Judicial admissibility of speaker identificationstéts

instead of Gaussian Mixture Model (GMM). While both
DNNs and GMMs aim at incorporating phonetic infotima

of the phrase with these posteriors, model-based SID
approaches ignore the sequence information of Honetic
units of the phrase. SIIP overcomes this problemgmying a
dynamic time warping architecture using speakesrimftive
features [9]. Further, also a combination of SIDhwbther
modalities such as with automatic speech recognitio

depends on national legislation which is stronglykevword spotting engine allows the use of contefarination

influenced by the reliability of the automated spee

analysis.

in speaker identification.
SIIP speaker identification systems have been stamly

« A challenge to have speaker identification resultsshown, through peer-reviewed publications and matsonal
presented in a standardized format before the dourt challenges, to be among the best systems in thiel.warthe

enhance such reliability. It would
subjective interpretation in the final written aoot

* Voice spoofing (or voice cloning) methods used by
criminal to mislead LEAs (as if they were another

person who made the call) and to deal with thetdichi

size of speaker models databases in use by stde o

art speaker identification systems.

indeed avoidlatest NIST 2016 Speaker Recognition Evaluation|P SI

systems featured among the top solutions, espedmltierms
of the Equal Error Rates (EERs). Overall, SIIP eyst
achieved EERs as low as 0.5% on previous benchiMik
datasets in which focus more on evaluating systemsw

¢ false alarm-regions.

B. Gender and Age Identification

SIIP, FP7 funded European Profeeims to overcome the Both, the Gender- (GID) as well as the Age-ldecdifion
above challenges in order to enable LEAs to havteibe (AID) modules within SIIP are based on a GMM/UBM

intelligence and incrimination capabilities whikesponding to
the privacy preserving, legal and ethics considamat

In the following, we present the analytics devetbpe the

framework. GID aims to determine the gender of eemi
speaker; AID aims at identifying whether the speakean
adult or a child (translating to a binary classifion problem).

project, the data management mechanisms, the geneiModels for both classifiers were trained in SIIP pobjusing a

approach of the integration of the final system &indlly the
evaluation methodology implemented in the project.

Il. SPEAKERIDENTIFICATION ANALYTICS

A. Speaker ldentification

Speaker Identification (SID) system is built arouhd i-vector
(identity vector) approach [7], modeling a speeatording by
projecting its acoustic features onto a low-dimenai

representation. As such, i-vectors contain many tioé

variabilities observed in the original recordingg.espeaker,
channel and language, with these components lym¢he i-

vector low-dimensional space as well. Since i-vectriginate
from a multivariate Gaussian distribution and hdeed

dimensionality, compared to a variable and pot#ytiarge

number of acoustic observations in the originaénatice, i-
vectors can be conveniently processed using #tatishind
machine learning techniques. In SID engine, theriapeaker
variability of i-vectors is retained and other ‘adniities are
removed using techniques such as Linear
Analysis (LDA), within class covariance normalizati(as in
[7]) and Probabilistic LDA that provide better discinability
amongst speakers [8]. After applying such techrigiseectors
are assumed to represent the speaker informatiine iariginal
recording [13]

In SIIP, the performance of SID engine was furtheragcbd
by estimating posteriors from Deep Neural NetwdBN)

1 http://www.siip.eu

combination of different corpora in English and @an (WSJ
[2], aGender [3], PF Star [4], CMU Kids [5], Vorlesdrhe
total amount of acoustic data amounts to 138.25kusfio.
This set was used for cross-evaluation experiments.

Monolingual experiments as well as cross-lingugleziments
were carried out. A series of models of differennplexities
was trained and evaluated in a cross-evaluationnerato
arrive at the best performing set of models whickren
eventually deployed in the SIIP demonstrator. Thet bes
performance for SID and AID were 98% accuracy an@®9
accuracy respectively.

C. Language and Accent Identification

The language and accent identification enginesbas=d on
the I-vector PLDA architecture, similar to SID engine
described in Section Il.A. |-vectors are extractesing a
GMM/UBM and a DNN respectively. These i-vectors are
length-normalized as in SID systems.

DiscrinbinarF-or the Accent ID (AID) task, only a PLDA module iaibed

to discriminate accents rather than speakers. In SIiP
implementation, we considered only English speedth w
several native and non-native accents to be usettaiming
(English (Native), Chinese, Russian, Hindi and ke The
developed AID systems tested on NIST datasets geovi
~80% detection accuracy.

For Language ID (LID), it is common to distinguisativeen
acoustic and phonotactic engines. Acoustic LID niinge
attempts to find the discriminative informationdooustic data
(similar to SID or AID). Successful examples of admus



engines exploit GMMs, SVMs, and the more recentdtae

project further explores other ways to incorporaté only

and DNN approaches. Phonotactic LID exploits the coaccent or language characteristics, but also dbased on

occurrences of phone sequences in speech. Textdiepe
phone recognizers are usually employed to tokesech

into phonemes even if the target language is unknow

Recently, phone log likelihood ratio based featums
extracted from phonetic recognizers have receiveatiqular
attention in the LID field. Experimental resultsvlhashown
that acoustic and phonotactic engines are orthdgand

gender or age, to eventually improve SID.

Ill. MULTISOURCES DATA MANGEMENT

A. Data gathering

The SIIP system includes two distinct data gathering
capabilities (voice call data and open source ligiice), for

meaningful improvements are obtained using combine#he purpose of providing a collection system fordiau

engines. The SIIP language identification
discrimination among 22 languages. Achieved ressittsw
equal-error-rates of about 3% and 0.8% for fusdd $ystems
(combining both acoustic and phonetic approachelsgnw
tested on 10s and 30s long utterances.

D. Keyword and Taxonomy Spotting

Keyword Spotting (KWS) within SIIP is performed bystir
producing a full transcript of the input audio aubsequently
detecting keywords in the output structures.

allowssamples,

with associated metadata, from (simulated)
interception systems (voice calls) and multipleropeurces.

For reasons of data protection, a synthetic intei@megontent
generation engine was developed that allows reahstice

call content construction, querying and capture.n |
conjunction with audio capture, associated (sinealptCall
Detail Records (CDR) and Internet Protocol Detaicdtds
(IPDR) are also available via the simulator.

The SIIP developed Lawful Interception (LI) Simulatwas
designed to emulate typical interception systemsmmonly

The KWS components provided by SAIL LABS and Idiap inutilized by LEAs and works as an autonomous in{eioa

SIIP project are based on the state-of-the-art ommmce
Kaldi toolkit [6] and follows a three-step proceShe first
step constitutes the pre-processing and segmemtatare the
input audio is normalized and converted into adodsatures.
Based on this information, it is segmented intenathces and

voice call system, offering interception on demaml can
generate interception of voice calls spontaneously.

The LI Simulator supports an array of communication
channels including; SATCOM, PSTN, cellular, telecomIFNO

passed to the second step, the actual Automatic cBpeeand Internet VOIP apps.

Recognition (ASR)-module. In this module, the segimeame
converted into a network of words with associaieteitags
and scores. In the third step, this network is et for the
keywords. The KWS service finally returns the cqomexling
file as a match if at least one of the keywordseapp in the
transcription. The actual scores are determined aia
combination of the scores and timings of the irdliail
keywords.

Taxonomy spotting, developed over output of ASR EMAS
engines, then attempts to semantically structueectincepts
and relations between different lexical outputsvited by

The LI Simulator includes resampling, equalizatiseyeral
compression formats and noise addition featuresvail for
thousands of unigue voice samples to be generafEais
provides a very rich repository of data to queryd an
interrogate. SIIP project also developed a largen-coeirce
acoustic simulator to be used for the developmérises,
allowing for compensating for the effect of a widariety of
speech degradation processes in SID tasks [14].

In addition to the LI Simulator for voice call datéhe SIIP
system includes an Open Source Intelligence (OSINaEa d
gathering capability allowing for broad and targetearches

ASR and KWS. Taxonomy spotting allows to extract theto be conducted against an array of specified erssurces.

meaning of text provided by automatic transcription

E. Results’ fusion approaches

Fusion is a common approach to improving the perémce
of SID systems. Most of recent contributions howdeeused
on intra-task fusion, combining different SID enging.g.
trained on different data, applying different madgl
technologies, etc.). SIIP project rather exploresritask
fusion approaches, to incorporate side informatiom other
engines (such as accent, age, gender or languaggfichtion
engines) to eventually improve SID, since theseatharistics
are related to speaker identity as well.

In our recent work [12], we explored two approaghesnely
based on score-level and model-level techniquesptobine
speaker information together with accent and laggua
information. Experimental results on NIST speakealgation
2008 dataset reveal that both techniques are ableribhg
improvements over the baseline (i.e. no fusiorfil@ring out
inadequate SID scores according to side informati@h)P

Through the utilization of SIIP’s OSINT capabilitiethe
Social Media platforms of Twitter, Google+, Linkedin
YouTube and Facebook are brought into the fold afilakle
sources from which intelligence can be gathered.

SIIP’'s OSINT features expand on basic keyword searth
retrieval functionality to allow Investigators qyeOSINT
sources through an array of advanced options aadclse
criteria including language relevance, regions,-lgeation,
entity associations etc.

The SIIP system allows for the filtering and funnglinf
OSINT results, to efficiently and accurately arrie¢ the
targeted information required.

The SIIP system also provides OSINT capture capiasilit
beyond standard basic information commonly derifren
such sources including metadata associated witleagcls
result and all linked multimedia files, all of whianay be
captured and stored within the SIIP system.



Captured multimedia in the form of graphics, such a (transcription) will be easier if the language ifgeady

photographs or images, are available for inclusemd
association with the entity under investigatiora ¥he SIIP
portal.

Captured video content is processed through SlIRted/
Processing Engine, extracting the audio contenittiapgl it to
individual mono files (if not originally mono) arfdrmatting
to uncompressed, PCM, 16KHz, 16 bits, mono wavs.file
Captured audio content (as distinct from capturédeos
content) is also processed, as above, and in sifagfion to
audio extracted from video content, is made avhilab the
Speaker
Information Sharing Mechanisms. Original (non-psseal)
files are maintained for possible evidential pugsoalso.

B. Information sharing mechanisms

LEAs equipped with an operational SIIP system willdixe

to share between and compare speaker models difign
suspects. Rich metadata associated to the suspeccarded
in a separated file/database but capable of creatimomated
links with the voice sample/print database (e.g.s&wal

details, Social connections and Fake ldentities)a isecure
way, in order to preserve the right to privacy.

For this purpose, SIIP implements a SlIP-Info-Sharingt&e
(SISC), located at Interpol and includes an Infodisigar

Management-Module and very large (>1,000,000 rexjord

secured, centralized database infrastructure ofublity
suspect speaker models and metadata. Prior to gioyukhe
database, LEAs should provide guarantees attestinthe
high quality of the data as well as their authetyticcach LEA
that is inserting new input data to this centraliziatabase is
labelled a ‘Donor’.

identified. This means that the modules have tpdréormed
according to a relevant sequence. In other worgspeessing
chain must be defined to decide what availablewsof
services must be requested and when. The proceskaig
defines the order and the conditions in which thevise is
called. According to this definition, each moduldl ulfill

their mission (i.e., deliver the expected servicme after
another. Each will receive the description of thdia content
to be processed with some input metadata and litewiich
this description with new metadata by using its @utcomes.

Identification Analytics engine through SlIP’sIn addition, one of the main objectives of SlIPasprovide a

generic architecture that should be modular, intoity an
easy and straight forward way to integrate newtitleation
engines as well as supporting new languages atettia

For all these reasons, we decided to use and ddap¥eblLab
platform [10] as an integration facility to managehestration
and information exchange between the SIIP modules.

The WebLab platform
Architecture as the core paradigm for the desigm an
integration of components. The high level functioffered to

users through applications, is achieved by puttiogether

services and calling them in the right sequenceh@stration).

As a consequence, the service definition and cdimes a

key feature in the platform. WebLab Core is an opeurce

technical baseline acting as a runtime environmgant

unstructured information processing services.

Every component to be integrated in the platformalish
implement one (or several) service generic intefsc
described as service level agreements in WSDL. Tdifsyr

On the other hand, all the LEAs will be able to Ipul the platform their processing capabilities thatlddee called

Voiceprints and Metadata (in a separate file/dat@pabout a
given suspect by providing one of his known idégsit The
LEA that is retrieving data from this databaseadbelled a
‘Recipient’. Each LEA can play both as Donor andiRient.

A baseline-programming interface that enables
implementation of the secure Info Sharing Center itezh
Module is already integrated in the actual SIIP gyste

IV. SYSTEM INTEGRATION AND IMPLEMENTATION

A. Generic and flexible integration

A SIIP incoming voice content is an unstructured dat

sometimes combined with descriptive metadata (sugpect
name, nationality, age, gender and many others)SIW®
module aims at analyzing the content in order tochnthe
existing metadata by adding new specific propertias
mentioned above, by using Gender, Age, Accent, Lagg
Identification engines, automatic speech recognitiand
keyword spotting engines.

We can consider that all these various modules have

common purpose: they analyze the unstructured arafitent
to extract one or several specific features thay tflormalize
with descriptive metadata. Some of them need tserdhe
results from others.

by the orchestrator in order to run the businesggsses, or
workflows. These business processes delivers thle level

function offered to users.

The components are fully autonomous and do not laaye
knowledge of the other services deployed and coeduby

thene platform. However, as services need to colkaeahrough

the WebLab workflow, a common data exchange moslel i
used among the services. These services couldbinerasily
chained: a “producer” service (providing a procegsi
capability) encodes its results following the modahd

provides them with a "consumer" service (requestang
rocess) which decodes the received results amdpteess
hem.

The diagram below shows a high-level interactioagchm
through the integration platform.

For example, Speech Recognition

relies on a Service Oriented
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Fig. 1. SIIP sub-architecture diagram with layers interatdi

The

12.2: use of shared files candidate for processing.
These files can come from OSINT through 13.1, from
LI through 13.2 or directly from users (file system

12.3: interaction between core modules (integrated
WebLab services) and speaker information storeden
enrollment DB. This interface is ensured through a
REST API.

13.1: storage of audio files coming from OSINT. $ke
files are used by core modules through 12.2.

13.2: storage of audio files coming from LI. Thdides
are used by core modules through 12.2.

B. Portal design and implementation

The SIIP portal constitutes the main interaction pb&tween
end-users and the SIIP components. The primary olbgect
the SIIP portal is to accommodate end-users’ funation
requirements and to provide an intuitive interfalcat could
enable them to easily grasp the benefits of theviged
middleware and tools. Building on contemporary gesand
development practices SIIP portal
application supporting the seamless and efficiatgraction

is Web 2.0 based

H-SIIP portal: provides access to the developedvith end-users.

functionalities via graphical interfaces (web pgges
LI collection: modules simulating lawful interceqi.

OSINT collection: modules collecting informationr fo
open sources, especially, from social networks

Taking into account the variety of information thatmade
available by the project, the provision of an itiug interface
is of paramount importance. Moreover, the compjegit the
provided functionality as well as the diversity weén the
expected end-user roles renders the design anénmapltation

of the portal a considerable challenge.

Core modules: includes the different audio processi
modules, and, technical components needed for pr
processing and for the orchestration. All these utexd
are integrated as WebLab services.

Sthe design and prototype implementation of the SbRafh
apart from the specified functional user requiretsgimas been
guided by a set of non-functional constraints amshegic

NAS: is shared storage, accessible under SMB (8ervelesign principles such as the ones mentioned below:

Message Block- a network file sharing protocol) and
NFS (Network File System), which stores the audio
files coming from LI and OSINT Collection and stere
the audio files that are the results of segmemtatio
process.

Processing DB: stores information about these
processes, initiated by the H-SIIP Portal throubé t
WebLab API, and their results. Results are then
returned on demand.

Enroliment DB: used for permanent storing of Speake
information, including Speaker Models and metadata
associated with the speakers.

communication and the interaction between these

components are orchestrated by the WeblLab platéorthvia
the following interfaces:

[1: communication between the portal and WebLabrder to
handle the different flows and answer users’ qgerignis
interface is ensured through a REST API.

12.1: storage of the results of the different pesieg
flows (WebLab processing chains). These results are
communicated to the portal through I1.

User-centered design: The structure of the funatityn
offered by the portal, the page design and whgleua
have been devised in such a way so as to support th
interaction with the end-user. User requirementgeha
been considered since the onset of the portal mesig
phase, whereas a continuous prototype- user eiaiuat
update process is applied for the portal developmen

Asynchronous interaction: The variety, complexity
and computational cost of the provided functiogalit
render the synchronous integration of the portéh die
back-end services a rather inefficient and obteisiv
approach. To accommodate the unobstructed interacti
of the end-user with the system as well as toitatsl
the independence of the portal with regards tagkeof
the provided middleware and tools, the use of the
asynchronous interaction pattern is imperative. In
addition to fostering the end-user experience, the
asynchronous interaction pattern enables the modula
and independent development and update of the
provided functionality.

Modularity: To facilitate the development of a
complex system as this portal, and to enable thiliga



between requirements and |mplementat|on componen
the use of a modular design is of high importari¢e —

%] Bl Y
partitioning of the provided implementation intetitct }'
and concise logical fragments enables us to speéueu ‘@ .
development of the portal in a multi-developer ro
environment and to better trace between requiresnen I’h = =
or problems and implementation code. =

] .
e Security: Considering the sensitive nature of the B

exchanged information and of the performed action: g 8 .
security is a paramount requirement for the whole
system. Authorization, authentication, non-repuoligt = .
integrity and privacy are key features of the systeat
will have to be ensured across the whole rangea$ t = >
and middleware that will be offered by the system. =1
These aspects are also considered during the dasihn a- :
prototyping of the portal. e =

» Availability: Ensuring a high availability rategi. 24/7,
is considered as critical factor for achieving user
satisfaction and acceptance in most of the contesmpo
portals. In this frame the SIIP portal will be dgmd
and implemented in manner that will ensure high o
availability, but the achievement of 24/7 availapiis ~ 1he Speaker diarization page allows to:
not a critical factor for the SIIP portal.

Fig. 2. SIIP Portal : Alert listing

¢ Manually choose which specific segments will betsen
» Resilience to failures: The complexity of the whole for speaker identification

system renders it prone to failures, which mayaised L ,
from several sources, e.g. the underlying middlewar * Request for the audio file to be automatically
services offered by the project, etc. Along wite tise segmented through the auto diarization function
of the asynchronous interaction pattern and theutaod
design, the portal is supported by proper exceptiot
handling mechanisms and tools that will enableoit t
report and accommodate exceptions and failures th:
may be raised during its operation.

& SiiP = Q a D0 @ @

Below an example of graphical interfaces — Alertpage and i ,M '
speaker diarization page - provided by the portal. *“‘ ” : WMWM

] o [

The alerting pages provide a listing of the aldahat are

connected with the cases a user is related toalEntng page i

provides an overview of the alerts listed in desag arrival

time order. Hence, the most recent alerts will besented at  Fig. 3. siIP Portal : Speaker diarization

the top of the list. The user will be able to filthe presented

list using additional criteria.
To enable a transparent use of the SIIP system diiesbive
defined and exposed a REST API allowing the comnatioia
with the core system. Advantage of this architexiarthat the
portal does not care about integration details sashhow
many voice identification components are preseniisere
they got deployed, which data storage solution giistem
relies on.
A core process triggered by a portal request istitated by
the next Figure showing the sequence of interaciiongdved
in process.



INTERPOL identified law enforcement, legal and teichl

[oo | [Gewwn] [ Cooraion o | [ experts from around the world in speaker identifarafield in
H i order to create a pool of Experts to provide feeklzand share
[ expert information. Several field visits were alsmducted
[T e e i with law enforcement agencies worldwide to gathsa-aser
et dariaren requirements.

C. Expert group meeting

preee ) An expert Working Group, composed of law enforcemen
 inon officers as well as forensic, technical and legglegts was set
up to comment upon the results of the questionnaie

workshop with 41 participants (LEA Investigatorsplipe
officers, forensic experts, prosecutors and reptesges of
Alj the academia and the private sector) was held BERPOL.
This event was dedicated to presentations of thEerex in
their respective fields, followed up by the anadysi the needs
of LEA in the field of Speaker Identification andasimg of

Segment audios.

store segments

segmentation done

process audio segment;

T expertise and good practices on the subject matter.
i D. End-user meeting
An end-user meeting organized by INTERPOL held in
7 T London with police officers, forensic experts arahsortium

+ partners to collect the end-user requirements.

get process results

E. Proof of concept

The concept of the SIIP system and its contributiospeaker
identification in the context of police investigats was
g demonstrated during the Proof of Concept event helthe
E : Carabinieri School in Rome in June 2016. Attendegbdiice
officers from more than 20 law enforcement agendaensic
Fig. 4. Core process sequences diagram experts and representatives from academia and rikate
sector, the systems capabilities were shown in réetyaof
scenarios.

Finally, the SIIP portal implements a communicatiorb hu
supporting the interaction between the collabogatirtEAs
(Info Sharing mechanisms). It also provides funuigies F. Field test:

that enable the INTERPOL operators to monitor amthage  More than 130 speaker identification researchetsexperts,

the information exchange process. forensic experts and police investigators from satfielaw
enforcement agencies from around the world took ipathe
field test in March 2017 in Lisbon, Portugal. Thigeet was
held to promote an open discussion among the key
stakeholders on the challenges and relevant issueke

In the framework of SIIP project, a questionnaire weaited  qngigered for the development of a privacy-enhdisgeaker
by INTERPOL on end-user requirements (legal, tezdlrand  jyentification system with a global reach.

operational aspects), based on feedback provideexpegrts

and SIIP consortium partners. The questionnaire was t G. Qualitative evlauation methodology

circulated among the 190 INTERPOL’'s member countriesVhile the end-user centered assessment and ewvaluati
(Translation provided in INTERPOL'’s four official widng  provides the primary perspective on SIIP performance,
languages, namely Arabic, English, French and Spans  addition controlled testing will be applied to cdempent
strong interest for the SIIP project was shown @BHRPOL  operational findings. This methodology, in whichntolled
received 91 responses from LEAs’ cybercrime, caunte scenario testing is used to clarify or support ifigd from
terrorism units and forensic laboratories. Subsequerbperational tests and trials, has been proven teféedn
telephone interviews were held with 40 survey resigots. A numerous biometric evaluations. In the SIIP applicati
paper was also submitted and published in the apissue of  scenario, controlled testing will be used to explatteresting
"Forensic Science International”[9]. or potentially anomalous findings (e.g. devices tpenerate
unusually high failure rates or subjects who cametibly
match against their enrolled data). From a validatio

An' expert Working Groyp, com.posed of law e”forceme”perspective, many aspects of end-to-end functignatin be
officers as well as forensic, technical and leggiegts was set  ;cqessed in a controlled lab environment.

up to comment upon the results of the questionnaire

V. FIELD TESTING AND EVALUATION

A. SIIP survey questionnaires:

B. Pool of experts:



Evaluation corpuses have been set up in orderatate both
each component and the complete chain implement&diiP.
They are based on the corpus provided during iatemmal

evaluation campaigns (more than 100 000 annotabeib a

files) and on data provided by the police serviceslved in
the project (data that allowed the resolution af mases).
The results of this evaluation campaign will be sbbject of a
specific publication.

The identification approach and the implementedtesys

VI. CONCLUSION AND FURTHER WORK

proposed in this paper have been presented totdational
community of end-users animated by Interpol. Engfsisvere

satisfied and have expressed different exploitatieads that

we will try to take into account in a further work.

The qualitative evaluation of the components ared éhd-to-
end chain has started and the first results asearouraging.

Finally, we are working to go deeper in the stadidation and
communication between the agencies using this cammqzio]
infrastructure. However the approach will be adalptato
provide accurate speaker identification outsideEble
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