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I do not know what I may appear to the world; but to myself I seem to have been only like a boy playing on the sea-shore, and diverting myself in now and then finding a smoother pebble or a prettier shell than ordinary, whilst the great ocean of truth lay all undiscovered before me.

- Isaac Newton.
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- ఐసాక్ న్యూటన్.
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Abstract

Speech signal conveys several kinds of information such as a message, speaker identity, emotional state of the speaker and social state of the speaker. Automatic speech assessment is a broad area that refers to using automatic methods to predict human judgements regarding different kinds of information conveyed in speech, such as intelligibility of the spoken message, dialect and fluency of the speaker. Unlike other speech technology areas, such as automatic speech recognition, text-to-speech synthesis and automatic speaker recognition, automatic speech assessment is an emerging direction of research. One of the challenges in this field is that there is no single method or framework that scales across diverse speech assessment tasks. Thus, this thesis takes a broader outlook and focuses on prior knowledge incorporation for diverse data-driven speech assessment problems.

First, we focus on the development of end-to-end acoustic modelling methods for non-verbal cue-based speech assessment. More precisely, we develop neural network-based methods that can integrate prior knowledge about speech production to learn to assess speech from raw waveform. We validate the developed methods through investigations on several speech assessment tasks, viz. dialect identification, depression detection and speech fluency rating prediction.

Second, we focus on advancing a recently proposed phone posterior feature-based intelligibility estimation technique. Specifically, to enhance phone posterior probability estimation, we propose two novel approaches to incorporate linguistic segment level knowledge during the training of neural networks through estimation of confidence measures. We validate the two proposed approaches through automatic speech recognition and dysarthric speech intelligibility assessment studies.

Finally, in the context of privacy preservation, we develop a signal processing-based speech pseudonymization approach that alters voice source information and vocal tract system information based on prior knowledge to obfuscate the speaker identity, while retaining intelligibility, i.e. the phones and words remain recognizable. We validate the proposed pseudonymization approach through listening experiments and automatic evaluations.

Key words: Automatic speech assessment, end-to-end modelling, raw speech modelling, convolutional neural networks, source-filter decomposition, zero frequency filtering, articulatory
features, segment-level training, voice privacy, speech intelligibility, dialect identification, fluency prediction, depression detection.
Résumé

Le signal vocal transmet plusieurs types d’information tels qu’un message, l’identité du locuteur, l’état émotionnel du locuteur et l’état social du locuteur. L’évaluation automatique de la parole est un vaste domaine qui fait référence à l’utilisation de méthodes automatiques pour prédire les jugements humains par rapport aux différents types d’informations véhiculés dans la parole, tels que l’intelligibilité du message parlé, le dialecte et la fluidité du locuteur. Contrairement à d’autres domaines de la technologie vocale tels que la reconnaissance automatique de la parole, la synthèse texte-parole et la reconnaissance automatique du locuteur, l’évaluation automatique de la parole est une nouvelle direction de recherche. Un des défis de ce domaine est qu’il n’y a pas de méthode ou de cadre unique qui s’adapte à diverses tâches d’évaluation de la parole. Ainsi, cette thèse adopte une perspective plus large et se concentre sur l’incorporation des connaissances antérieures pour divers problèmes d’évaluation de la parole basés sur les données.

Tout d’abord, nous nous concentrons sur le développement de méthodes de modélisation acoustique de bout-en-bout pour l’évaluation de la parole basée sur des indices non verbaux. Plus précisément, nous développons des méthodes basées sur les réseaux de neurones qui peuvent intégrer des connaissances préalables sur la production de la parole pour apprendre à évaluer la parole à partir d’une forme d’onde brute. Nous validons les méthodes développées au travers d’investigations portant sur plusieurs tâches d’évaluation de la parole, à savoir l’identification du dialecte, la détection de la dépression et la prédiction de l’évaluation de la fluidité vocale.

Deuxièmement, nous nous concentrons sur l’avancement d’une technique, récemment proposée, d’estimation de l’intelligibilité basée sur les probabilités postérieures de phones. Plus précisément, pour améliorer l’estimation de la probabilité postérieure du phone, nous proposons deux nouvelles approches qui incorporent la connaissance des segments linguistiques lors de l’entraînement des réseaux de neurones par l’estimation de mesures de confiance. Nous validons les deux approches proposées par des études de reconnaissance vocale automatique et d’évaluation de l’intelligibilité de la parole dysarthrique.

Enfin, dans le contexte de la préservation de la vie privée, nous développons une approche de pseudonymisation de la parole basée sur le traitement du signal qui modifie les informations de la source vocale et du conduit vocal en fonction de connaissances antérieures dans le but de masquer l’identité du locuteur tout en conservant l’intelligibilité, c’est-à-dire que les
phones et les mots restent reconnaissables. Nous validons l’approche de pseudonymisation proposée par des expériences d’écoute et des évaluations automatiques.

Mots clefs : Évaluation automatique de la parole, modélisation de bout-en-bout, modélisation de la parole brute, réseaux de neurones convolutifs, décomposition source-filtre, filtrage à fréquence zéro, caractéristiques articulatoires, formation au niveau du segment, confidentialité de la voix, intelligibilité de la parole, identification du dialecte, prédiction de la fluidité, détection de la dépression.
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Speech is the most common mode of communication among people. During speech communication, a human listener can assess several aspects from the speech. As illustrated in Fig. 1.1, apart from the spoken content and the speaker identity, the listener can identify the spoken language and dialect, fluency and proficiency of the speaker, social state such as being sleepy, drunk, personality traits such as likeability, emotional state such as being happy, sad or angry, mental state such as being depressed, pathological conditions such as dysarthria, etc. The term *speech assessment* refers to predicting human judgements regarding different kinds of information present in speech. Speech and speaker recognition technologies have been popular in the literature for several decades; however, with the advancement of speech technologies and emergence of more resources, several other assessment tasks have been gaining interest recently.

![Figure 1.1: Speech assessment.](image)

Speech assessment is essential in several human-to-machine interaction systems and human-to-human interaction systems facilitated by machines. For instance, speech received over a communication channel needs to be *intelligible*, i.e. the constituent sounds are discernible, and needs to maintain a good *quality*, i.e. contains less distortion and requires less listening...
effort. Voice assistants and call centre automation systems can benefit from assessing the user’s emotion or satisfaction and identify the speaker’s dialect to provide a better interactive experience, in terms of both speech recognition and synthesis. Computer assisted language learning systems can assess the learners’ fluency to provide tailored feedback. Car automation systems can alert the drivers of their sleepiness. Voice assistants and social robots can detect the presence of pathological conditions such as dysarthria or mental state such as depression for early identification and timely intervention.

Speech is conventionally assessed through subjective listening tests and human annotations. In the intelligibility test, a set of human listeners transcribe the provided speech in terms of words or syllables, which is then compared to the ground truth to compute an error rate, where a lower error implies better intelligibility. Several other assessment tasks involve human listeners annotating the utterances into two or more categories (e.g. dialect), or providing an opinion score on an ordinal scale (e.g. fluency, sleepiness). Subjective assessment requires time, funds and manual effort, relies on listener availability and lacks scalability. Opinion scores vary with factors such as the rater’s preferences, nativity and demographics, and expertise in detecting pathological conditions (McHenry, 2011). Consequently, subjective assessment is difficult to reproduce, and there is a growing interest in machine-based automation, where the methods developed are evaluated in terms of accuracy, consistency and linearity against subjective annotations and scores (ITU-T Recommendation, 2012).

1.1 Motivation, objectives and contributions

This thesis deals with development of automatic speech assessment methods. This is an emerging area of research with increasing adoption into speech-based applications in day-to-day life. However, unlike other speech technologies such as automatic speech recognition and speech synthesis, automatic speech assessment is still an emerging area of research. There is no one single framework or method that works equally for, or scales to, different speech assessment tasks. The reason is that different speech assessment tasks tend to focus on different types of information in the speech signal. For example, intelligibility assessment methods generally focus on spoken phones and words, which are referred to as verbal cues in this thesis, whereas the other assessment problems generally focus on paralinguistic aspects such as voice quality and pauses, which are referred to as non-verbal cues. Also, we have limited knowledge and understanding about how the various pieces of information are encoded by the speech production mechanism in the speech signal and how the speech perception mechanism deciphers or decodes such information during speech communication. Verbal cues could also raise privacy concerns in certain situations such as assessment of patient interviews, thus it may sometimes be desirable to limit the investigation only to non-verbal cues. Furthermore, not all speech assessment tasks have sufficient resources to tackle the problem in a purely data-driven manner. Thus, this thesis aims at developing approaches to incorporate prior knowledge for effective data-driven automatic speech assessment.
In that direction, this thesis develops:

1. end-to-end acoustic modelling methods for speech assessment. The motivation for this research direction arises from the fact that the dominant approach for non-verbal cue-based speech assessment is based on extraction of a set of low level descriptors in a task-independent manner through short-term speech processing and application of classification/regressions methods upon them. In the recent years, it has been demonstrated that task specific information can be directly modelled from the speech signal by feeding raw waveform as input to neural networks (Muckenhirn, 2019; Palaz, 2016; Zazo et al., 2016). In this thesis, we investigate whether such end-to-end approaches can be effectively employed for speech assessment. In this direction, besides investigating such approaches that use minimal prior knowledge, we propose approaches where speech production knowledge, i.e. voice source level knowledge and vocal tract system level knowledge, is integrated through signal processing and transfer learning. We demonstrate the effectiveness of the developed approaches through dialect identification, speech fluency prediction and depression detection studies.

2. approaches to incorporate linguistic segment level knowledge, during neural network training, to enhance phone posterior probability estimation for improved speech recognition and verbal cue-based speech intelligibility assessment. More precisely, in the recent years, a phone posterior feature based approach has been developed for assessment of intelligibility and degree of nativeness (Rasipuram et al., 2016; Rasipuram et al., 2015; Ullmann, 2016). In this approach, the phone posterior feature is estimated using neural networks, which are trained with frame-level cross entropy cost function. Here a question that arises is whether the incorporation of segmental or sequence level knowledge can improve the modelling. In this direction, we propose two new confidence measure-based cost functions that incorporate phone segment level knowledge during the ANN training. We demonstrate the potential of the proposed training approaches through automatic speech recognition studies and dysarthric speech intelligibility assessment studies.

3. a signal processing-based deterministic speech pseudonymization approach for voice privacy preservation. Although this problem seems to fall within the realms of biometric security and privacy, it is strongly interconnected to speech assessment for two reasons. First, as mentioned earlier, the advancement of speech technologies and their increased usage in several environments such as homes, hospitals, corporate and banking sectors, etc. raises privacy concerns, since speech is a direct identifier. This extends to speech assessment-based applications as well. Second, anonymization methods, while obfuscating the speaker identity, can lead to loss of other pieces of information in the speech signal in an irrecoverable manner, thereby limiting their utility in speech-based applications. So, we believe that the development of speech anonymization methods is a form of a closed-loop problem, where the speech signal needs to be modified to obfuscate speaker identity information while preserving the rest of the information in
the speech signal. To attain that, automatic speech assessment is invariably needed. In this thesis, we scratch the surface of this emerging direction of research by investigating how to change, or anonymize, a speech signal reversibly by altering the vocal tract system level information and voice source level information, while preserving speech intelligibility. We demonstrate the viability of the proposed approach through listening experiments and through automatic assessment on the 2020 VoicePrivacy challenge data set.

1.2 Outline

The thesis is organised as follows.

Chapter 2, Background, provides an overview of the field of automatic speech assessment and several linguistic and paralinguistic feature sets and classifiers that have been used in the literature.

Chapter 3, Assessment tasks dealt with this thesis, details the assessment tasks studied in the thesis, with data set information and protocols.

Chapter 4, End-to-end acoustic modelling for automatic speech assessment, investigates convolution neural network-based end-to-end acoustic modelling approach with minimal prior information for several speech assessment tasks.

Chapter 5, Incorporating voice source related information, proposes a signal processing-based approach to incorporate voice source related information into the raw speech modelling based approach developed for speech assessment in Chapter 4.

Chapter 6, Incorporating linguistic prior knowledge, proposes a transfer learning based approach of incorporating articulatory feature knowledge into the raw speech modelling approach developed for speech assessment in Chapter 4.

Chapter 7, Incorporating linguistic segment level information, presents the contribution on incorporating linguistic segment-level information in the training of phone posterior estimators for improved intelligibility assessment and speech recognition.

Chapter 8, Speech pseudonymization and its assessment, presents the contribution on the development of the signal processing-based speech pseudonymization method.

Finally, Chapter 9, Conclusions and future directions, concludes the thesis along with suggesting directions for future research.
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Automatic speech assessment has been approached in the literature as individual classification or regression problems, with its own feature sets and classifiers. However, several of these tasks share some common approaches. This chapter is intended, and organised, to formally define the notions used in the literature related to speech assessment, give the relevant background and review the common methods.

2.1 Notions of speech assessment tasks

We associate the broad term *speech assessment* to imply several aspects and notions that exist in the literature, as follows.

**Intelligibility assessment** involves estimating the percentage of words or speech units recognisable.

**Dialect identification** involves classifying the spoken utterance into one of the known dialects of the language.

**Fluency prediction** involves measuring the degree of the smoothness in the flow of a person's speech in the spoken language and is also often associated with the correctness of pronunciation. This is an important aspect of language learning and spoken language communication.

**Emotion recognition** involves deducing the emotion from the spoken utterance.

**Quality assessment** can refer to multiple aspects based on the scenario: naturalness for text-to-speech systems, the degree of accent for non-native speech, comprehensibility in pathological, transmitted or coded speech or the degree of the expressed emotion.

**Spoken language recognition** involves classifying each utterance into one of the languages.

**Sleepiness prediction** involves predicting the degree of sleepiness of the speaker based on the produced speech.
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**Depression detection** involves detecting the presence of changes in a person's speech due to the presence of depression, a mental health disorder.

**Paralinguistic tasks** can refer to several classification or regression problems in a broad manner, such as emotion, affect, personality, likeability, sleepiness and pathological conditions (cf. Schuller & Batliner, 2021).

### 2.2 Literature overview

One of the earliest known studies on speech assessment was articulation testing methods proposed by Fletcher and Steinberg (1929) based on the extent to which a human ear can perceive sounds. French and Steinberg (1947) developed the *articulation index* as an intelligibility estimator, computed from the intensities of speech and unwanted sounds received by the ear, both as functions of frequency. Several modifications were proposed: a few of them were by Kryter (1962) using relative intensity of speech and noise with in different frequency bands, by House et al. (1965) using a rhyme test, and most recently by Voran (2017) using articulation band correlations. On synthesised speech, Benoît et al. (1996) used a semantically unpredictable but syntactically correct set of test words to measure intelligibility. Intelligibility is conventionally assessed through subjective listening tests. In the intelligibility test that emerged from telephony, a set of human listeners transcribe the provided speech in terms of words or syllables, which is then compared to the ground truth to compute an error rate. The lower the error rate, the better the intelligibility. Taal et al. (2011) proposed a measure, called short-time objective intelligibility (STOI), by correlating short-time temporal envelops of clean and degraded speech.

In the context of transmission and communication systems, speech was assessed using measures such as speech transmission index (Steeneken & Houtgast, 1980) based on the changes in the spectral envelop caused by a noisy channel on a modulated noise, and using speech quality per call (Berger et al., 2008). Chen (2016) used average modulation-spectrum area across bands, Elhilali et al. (2003) used spectro-temporal modulations and Hines and Harte (2012) used computational auditory models for assessment. In the quality test that emerged from telephony, human listeners rate on a subjective scale or provide their opinion, which is aggregated into mean opinion score (MOS). Methods such as perceptive objective listening quality analysis (Beerends et al., 2013) have been standardised to predict the quality of speech over networks such as voice over internet protocol (VoIP), wireless technologies such as 3G and later. Its predecessor perceptual evaluation of speech quality (ITU-T Recommendation, 2001) worked on narrow band speech. Wang et al. (1992) proposed the Bark spectral distortion, the average squared Euclidean distance between spectral vectors of the original and coded utterances. Bayya and Vis (1996) compared measures such as segmental signal-to-noise ratio, log-spectral and Itakura distances to assess speech communicated over a wireless channel.

Classical methods that recognised emotion and pathological conditions, such as depression, focused on temporal variations of speech, features such as loudness, energy in the high
frequency regions, fundamental frequency, speaking rate, pauses and voice quality (tense, breathy etc.) (Cowie et al., 2001; Low et al., 2011; Nwe et al., 2003). Wu et al. (2011) used modulation spectral features, Bou-Ghazale and Hansen (2000) used linear prediction based features to capture changes in the formant locations that indicated stress in speech. Schmitt et al. (2016) used multiple low level features called bag-of-audio-words to classify emotions. Several challenges were organised to assess speaker traits, such as Ringeval et al. (2019), Ringeval et al. (2017), and Schuller et al. (2012, 2013, 2018, 2019, 2020), Schuller et al. (2009), Valstar et al. (2016). Beyond spectral methods, Middag et al. (2008) used confidence scores based on phonemic and phonological features to assess pathological speech intelligibility.

2.3 Standard approaches

Several speech assessment tasks are typically carried out by (i) extracting short-time feature representations from speech, (ii) aggregating the features to obtain fixed length representations at the utterance or speaker level, and (iii) building classifiers on the fixed length representations. In this section, we will discuss each of these steps in detail.

2.3.1 Short-time feature representations

Conventionally, several hand-crafted features, called low-level descriptors (LLDs) have been used for speech assessment. In the recent years, unsupervised neural representations have gained popularity. We will discuss both these approaches briefly.

2.3.1.1 Low level descriptors

LLDs are a generic set of features. As part of the Computational Paralinguistics (ComParE) challenge, several sets of LLDs have been proposed (cf. Schuller et al., 2013, 2016). In this thesis, we use the extended Geneva minimalistic acoustic parameter set (eGeMAPS) (Eyben et al., 2016a, 2016b), that comprise several short-time features that correspond to the vocal source and tract, as listed in Table 2.1. Such features are typically used in paralinguistic and other tasks (Eyben et al., 2016a; Haider et al., 2020; Neumann & Vu, 2017; Wagner et al., 2018; Xue et al., 2019).

2.3.1.2 Neural embeddings

More recently, the use of neural embeddings as feature representations has emerged in the literature. Baevski et al. (2020b) used representations obtained by passing raw speech through multiple convolutional and self-attention layers, whose parameters are learned to predict quantised representations among a set of distractors, as illustrated in Fig. 2.1. This approach is referred to as wav2vec 2.0. Neural networks have also been employed to directly extract fixed length embeddings at the utterance-level: we will review them in Sec. 2.3.2.4.
Table 2.1: Low level descriptor features. (See Eyben (2016) for detailed explanations.)

<table>
<thead>
<tr>
<th>Source-related</th>
<th>System-related</th>
</tr>
</thead>
<tbody>
<tr>
<td>Loudness</td>
<td>Alpha ratio</td>
</tr>
<tr>
<td>F0 semitone from 27.5 Hz</td>
<td>Hammarberg index</td>
</tr>
<tr>
<td>Jitter</td>
<td>Spectral slopes (0-500, 500-1500)</td>
</tr>
<tr>
<td>Shimmer</td>
<td>Spectral flux</td>
</tr>
<tr>
<td>HNR (dB)</td>
<td>F1 (freq, bw, ampLogRelF0)</td>
</tr>
<tr>
<td>logRelF0-H1-H2</td>
<td>F2 (freq, ampLogRelF0)</td>
</tr>
<tr>
<td>logRelF0-H1-A3</td>
<td>F3 (freq, ampLogRelF0)</td>
</tr>
<tr>
<td></td>
<td>MFCC (1-4)</td>
</tr>
</tbody>
</table>

Figure 2.1: Extraction of wav2vec 2.0 embeddings. (Illustration reproduced with permission from Baevski et al., 2020b)

2.3.2 Feature aggregation at utterance/speaker level

The short-time feature representations are aggregated at the utterance or speaker levels using one of the following methods.

2.3.2.1 Functionals

The statistical properties such as mean, standard deviation, skewness and kurtosis of the short-time features are computed at the utterance level and used as representations (Eyben et al., 2016a). These are known as functionals in the literature.

2.3.2.2 Bag of audio words

Histogram representations, also known as bag of audio words (BoAW), can be obtained by (i) vector quantising the short-time representations across a large set of utterances to obtain cluster centroids, or audio words, (ii) replacing each frame in an utterance by its closest audio word and measuring the relative counts of the audio words, as illustrated in Fig. 2.2. Depending
on the short-time feature representations, BoAW could capture the relative counts of events that occur in each utterance. For instance, formant-related spectral envelope features could yield phonemic audio words, and their histogram representations could capture the relative counts of the pronounced phones, pauses and silences.

![Figure 2.2: Extraction of bag of audio words.](image)

### 2.3.2.3 iVectors

Factor analysis has been used as a feature extractor (Dehak et al., 2010) using generative modelling. The features, popularly known as iVectors, have been used for several speech assessment tasks such as intelligibility assessment (Martínez et al., 2013; Martínez et al., 2015), language and dialect identification (Bahari et al., 2014; Malmasi & Zampieri, 2017) emotion recognition (Lopez-Otero et al., 2014a; Xia & Liu, 2016) and depression detection (Lopez-Otero et al., 2014b).

### 2.3.2.4 Neural fixed-length representations

Neural networks have been employed as utterance-level fixed length feature extractors.

Initially developed in the context of speaker recognition (Snyder et al., 2018), x-vectors are discriminative embeddings extracted from neural networks. The network consists of a series of time delay neural network (TDNN) layers, followed by statistics pooling and feedforward layers, including a bottleneck layer and a final softmax layer for speaker classification. The network is trained by passing mel frequency cepstral coefficient (MFCC) observations to classify speakers, and embeddings from the trained bottleneck layer are used as x-vectors.

Such representations have been adapted and used in assessment tasks such as intelligibility estimation in pathological speech (Quintas et al., 2020), dialect identification (Hanani & Naser, 2020) and detection of Parkinson’s disease (Moro-Velazquez et al., 2020).

Through unsupervised learning using autoencoders, Amiriparian et al. (2017) and Freitag et al.
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(2017) learned representations employing recurrent neural networks. Mel-spectrograms that are thresholded using a signal-to-noise ratio (SNR) parameter are used as feature representations. The hidden state vector obtained after processing the last time frame is used as the utterance-level fixed-length feature representation.

2.3.3 Modelling

The models employed for speech assessment typically range from simple linear support vector machines (SVMs) to neural networks. Feature representations extracted using neural networks typically use simpler models such as linear SVMs. x-vector based systems typically use a probabilistic linear discriminant analysis (PLDA) based classification. This is a hypothesis testing approach, where the model for each class estimates the log-likelihood ratio score of whether the test observation belongs to the class or not. Prediction is based on the class with the highest score. It is also common to treat ordinal regression tasks as classification problems and use a cross-entropy loss.

2.3.4 Handling issues with using neural networks

Below are a few issues that occur while employing neural networks and the literature on how to address them. We utilise some of these techniques later in the thesis.

2.3.4.1 Resource scarcity

Neural network models typically require comparably more resources. Data augmentation techniques can be employed to partially overcome resource scarcity. New versions of the speech recordings or features can be creating by perturbing the playback speed (Ko et al., 2015) and volume (Peddinti et al., 2015), adding noise and reverberation (Ko et al., 2017), and masking random blocks of time steps and frequency channels if using spectrogram representations (Park et al., 2019). However, the usage of any such method requires caution, especially if it is known to alter the label of the utterance in the given task. For instance, the speed of pronunciation influences how listeners rate speech fluency, and hence speed perturbation may not be recommended when modelling to automatically predict fluency.

2.3.4.2 Class imbalance

Data imbalance between classes could bias the neural networks towards making predictions according to the distribution (relative frequencies) of the classes seen during training. To overcome this, data of the under-represented classes could be replicated during training.
2.3.4.3 Overfitting

Techniques such as dropout, residual connections, regularisation, reducing the learning rate based on loss computed on a held-out cross-validation set could be used to prevent overfitting.

2.3.5 Evaluation

Binary classification tasks such as depression detection are evaluated using F1 score, precision and recall. Using the notion of positive and negative class labels and predictions, precision refers to the fraction of the positively predicted test samples that have positive labels, and recall refers to the fraction of the positive labelled test samples that were predicted positive. F1 score is the harmonic mean of precision and recall.

For multi-class classification tasks, percentage accuracy is used. For the tasks with class imbalance, unweighted average recall (UAR) is used.

For ordinal regression tasks, such as predicting a continuous rating, Pearson’s and Spearman’s-rank correlations are used. Pearson’s correlation evaluates the linear relationship between two variables: in our case, the label and the prediction. It is defined as the covariance of the two variables, normalised by the product of their standard deviations. Spearman’s rank correlation evaluates the monotonic relationship between two variables, i.e. by ignoring any differing rates of change. It is defined as the Pearson’s correlation of the rank values of the two variables.

2.4 Summary

In this chapter, we briefly discussed several research areas in the literature that fall under automatic speech assessment. Most of them commonly employ feature-classifier systems. The features are either handcrafted or neural embeddings, that are aggregated at the utterance level using statistics or histogram representations. Classifiers are based on either linear SVMs or neural networks. Depending on the task, the systems are typically evaluated using F1 score, percentage accuracy, UAR or correlation.
3 Assessment tasks dealt with this thesis

The previous chapter discussed several areas of research on automatic speech assessment. Since this is a wide problem, this thesis focuses on specific assessment problems. This chapter provides a brief introduction to them, elaborating on the respective literature review, listing the data sets used, and finally discussing the experimental protocols followed.

3.1 Tasks dealt with the thesis

This section introduces the assessment tasks we will focus on.

3.1.1 Dialect identification

Dialect identification (DID) aims at distinguishing the acoustic, pronunciation and grammatical variations within a language used by people usually from different demographic regions. It is useful in customising automatic speech recognition systems which underperform due to changes in the dialects, in identifying a person’s regional origin and ethnicity in forensic analysis (Biadsy et al., 2010), and in tailoring speech synthesis systems for improved user experience. DID is generally approached from the linguistic differences. DID is considered harder to solve than language identification, as dialectal differences within a language are generally more subtle than those between languages. To cite a few works in this direction, Chen et al. (2011) proposed to learn phonetic rules for DID, Tong et al. (2011) learned n-gram statistics of phones and used lattice rescoring for DID, Najafian et al. (2018) performed phonotactic based DID using convolutional neural networks (CNNs).

In terms of the acoustic differences, DID is closely related to accent identification from speech. In this direction, some works have used iVectors and bottleneck features (Ali et al., 2016) from acoustic data, Eigen channel modelling based on factor analysis (Lei & Hansen, 2009), Gaussian mixture model (GMM) based supervectors representing phone segments (Biadsy et al., 2010; Biadsy et al., 2011). Traditional feature sets for DID included shifted delta coefficients (Zhang & Hansen, 2017).
DID without linguistic resources and using limited speech data has been less studied. Zhang and Hansen (2017) addressed the lack of linguistic resources by using unsupervised learning, i.e. by first modelling data using GMMs and thereby training neural networks to predict the posterior probabilities of these unsupervised models and through further processing. Other works such as Schuller et al. (2019) and Zhang and Hansen (2018) also focused on unsupervised representations for DID. Shon et al. (2018) proposed an end-to-end framework from features such as spectrogram in an unsupervised learning setting, based on factorised hierarchical variational autoencoders. They addressed the acoustic resource scarcity by augmenting data through speed perturbation (Ko et al., 2015), which varies the speed of the original signals to create two more of their variants at 0.9 and 1.1 relative speeds.

3.1.2 Fluency prediction

Technologically, speech fluency estimation has been approached in the context of computer aided spoken language learning and testing. Several existing methods predict fluency automatically in a reference-based setting by comparing the utterance under test to a predefined reference in terms of its linguistic content and estimating a score. For example, using speech recognition system to estimate the number of correct words per minute (Kelly et al., 2020; Loukina et al., 2019) and phoneme-level goodness of pronunciation (Yarra et al., 2019). Vocal source characteristics have also been studied, such as comparing the prosody contour to a reference (Xiao & Soong, 2017). Fontan et al. (2018) used automatic segmentation techniques and formant tracking to compute similar features without the use of speech recognition. In a no-reference setting, where only the expert mean opinion scores (MOS) of perceived fluency are available, Mao et al. (2019) studied directly predicting the MOS scores using standard machine learning techniques on fluency feature vectors, which constitute pause durations, pause similarity scores based on their positions and durations w.r.t. a predefined set of references, estimated syllable speaking rate and pronunciation quality values.

As pointed out above, speech fluency prediction is generally approached from language learning and testing perspective. However, this can be questioned in a more informal or social settings. For instance, in spoken communication, perceived speech fluency may have an impact on the interaction and/or on other aspects such as, forming impressions about the person. Speech fluency prediction in such a context has certain differences when compared to language learning and testing. First, in language learning and testing, speech fluency prediction is part of a broader aspect, more precisely, proficiency assessment, which also includes linguistic accuracy, i.e. the correctness of syntax and vocabulary (Duijm et al., 2018). Second, the assessment system is developed to predict a score that best correlates with expert ratings. In the literature, it has been found that native experts and non-experts tend to rate differently (Duijm et al., 2018). In particular, non-expert raters tend not to focus much on linguistic accuracy aspects. This thesis focuses on the automatic prediction of perceived speech fluency from non-expert ratings, and investigates whether such non-expert ratings can be predicted automatically in a consistent manner. To the best of our knowledge, this
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3.1.3 Depression detection

Humans convey their mental state through vocal, linguistic and facial gestures. Depression is one such phenomenon, whose automatic detection and severity assessment have gained interest in recent years (Cummins et al., 2015; Valstar et al., 2016). These tasks have been carried out in the literature by measuring parameters from patient interview sessions using multiple modes: audio, video and text, and by using appropriate classification/regression tasks (Al Hanai et al., 2018; Dibeklioglu et al., 2018). Purely speech based analyses continue to perform worse than multi-modal techniques (Valstar et al., 2016), indicating the need for further research in the field.

Various speech features have been shown to be indicative of depression. Depression is known to affect human speech production and cognitive processes: it impacts speech motor control (Cummins et al., 2015; Scherer et al., 2016). Neurophysiological changes can occur, which in turn may affect the laryngeal control and its dynamics, i.e. the behaviour of the vocal folds (Caligiuri & Ellwanger, 2000; Cummins et al., 2015; Ozdas et al., 2004; Quatieri & Malyska, 2012; Sobin & Sackeim, 1997). Voice quality has been shown to be affected (Afshan et al., 2018; Höning et al., 2014; Sahu & Espy-Wilson, 2016; Scherer et al., 2013; Simantiraki et al., 2017), and various voice source related features such as jitter, shimmer, degree of breathiness, prosodic abnormalities, shape of the glottal pulse and glottal flow characterisation have been proposed for depression detection (Kent & Kim, 2003; Ozdas et al., 2004; Quatieri & Malyska, 2012). Depression was also shown to be identified by articulatory and phonetic errors (Kent & Kim, 2003). Since depression can sometimes be associated with negative emotions, there have been features motivated from speech emotion recognition research such as Gupta et al. (2017) and Stasak et al. (2016). However expressing negative emotions is different from having a depressed mental condition. Multiple works have used functionals of LLD features (see Sec. 2.3.2.1) that are related to both the vocal-source and vocal-tract to improve the systems (Al Hanai et al., 2018; He & Cao, 2018; Stasak et al., 2016); however not all the statistical properties contribute to the improvements. Despite these advances, there seem to be no concurred set of features for detecting depression from speech signals; and moreover, the performances of all these systems may be limited by the choice of features and their statistics. More recently, deep learning methods have been investigated. For instance, Ma et al. (2016) proposed predicting depression using neural networks comprising convolutional and long-short term memory layers on log Mel filter-bank (LMFB) and magnitude-spectrogram features.

3.1.4 Objective intelligibility assessment

Intelligibility refers to the percentage of words or speech units recognisable to native speakers with healthy hearing and cognition (Möller et al., 2011). It is assessed using several methods by recognising the sound units using ASR and thereby counting the errors (Schuster et al., 2005;
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Schuster et al., 2006), using spectral methods such as STOI (Taal et al., 2011) and their variants (Janbakhshi et al., 2019a; Jensen & Taal, 2016), factor analysis based methods (Martínez et al., 2013; Martínez et al., 2015) and using posterior probability based approaches (Soldo et al., 2012; Wang et al., 2012).

In this thesis, we are interested in objective intelligibility measure based on posterior based approach. In this approach, the utterance under test is compared against a reference utterance in the phone posterior probability feature space, employing an acoustic model. This approach was first demonstrated in the context of using synthetic speech for template-based ASR using posterior features (Soldo et al., 2012) and then extended to speech intelligibility assessment by Ullmann, Magimai-Doss, et al. (2015). The method consists of estimating sequences of phone posterior probabilities corresponding to the reference speech and the test speech, and comparing the two sequences using dynamic time warping (DTW) with a local score based on Kullback Leibler (KL) divergence (Soldo et al., 2012; Soldo et al., 2011). The approach is described in detail in Sec. 7.1.

3.2 Data sets and protocols

This section lists the data sets and protocols used for the speech assessment tasks.

3.2.1 Styrian dialect identification

The ComParE 2019 Styrian dialect data set (Schuller et al., 2019) consists of speech corresponding to three major Austrian German dialects spoken in Styria: the Northern, Eastern and Urban variants. It is a resource-constrained data set of short utterances, with 76 minutes of training data, with an average duration 0.87 seconds per utterance, 34 minutes of development (dev) data and 29 minutes of test data. The train and dev sets were provided with utterance-level dialect labels, and those of the test set were reserved with the organisers. No other linguistic resources, such as transcriptions, were available. Only 5 systems from each participating team were allowed to be submitted for the test set score evaluation.

Styrian DID is a classification problem using the acoustic signals as input. Since the three classes were imbalanced, unweighted average recall was proposed by the organisers as the evaluation measure. To partially overcome the resource scarcity, we conducted data augmentation using speed perturbation (SP), as also suggested by Shon et al. (2018), by duplicating the utterances by randomly altering the playback speed within the range of 0.9 to 1.1 times the original speed.

3.2.2 Arabic dialect identification

The ADI17 data set (Shon et al., 2020) consists of 3033 hours of Arabic YouTube speech data corresponding to 17 dialects, each from a different country, and an additional 58 hours of
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speech divided into dev and test sets. The data set was initially a part of MGB-5 challenge (Ali et al., 2020). The organisers provided segmented utterances from the original data set, where each utterance in the train, dev and test partitions is given a single dialect label. Similar to the Styrian data set, transcriptions were not available. Percentage accuracy was proposed by the organisers as the evaluation measure.

3.2.3 Fluency prediction

The fluency prediction work was carried out in collaboration with speak and lunch\footnote{https://www.speakandlunch.com/}, where our goal was to automatically predict fluency ratings from non-expert raters, as mentioned in Sec. 3.1.2. Since there is currently no such data set, we collected a new speech data set, which consists of read speech and speech on a topic of interest to the volunteers and rated the speech fluency with non-expert raters. The data were collected in three different countries: Switzerland, Greece and the USA (city of New York). The project collaborator speak and lunch mainly went in medium sized international companies as well as social gatherings and asked for volunteers to participate in the project. The volunteers who agreed to participate were provided with an informed consent form to sign. Each of the participants were then provided with an iPod or an iPhone with headphones and were asked to make audio or video recordings, as per their preference, of all the languages they spoke (whether fluent, intermediate or beginner level). They were asked to (i) make 4 recordings of minimum 15 seconds where they would speak about a topic of their choice, and (ii) read a phonetically balanced text, viz. the Northwind passage. Out of the 54 participants, 29 were women and 25 were men. The participants’ age ranged between 25 and 75 years. They were from different nations, viz., Albania, France, Greece, Italy, Mexico, Portugal, Russia, Spain, Switzerland and Turkey.

The final collected data set comprises 187.36 minutes of data from 54 speakers, of which 144.14 minutes corresponds to English recordings, which we used in our analysis. On average, each speaker had about 2-4 minutes of speech. These recordings were then rated by seven raters (4 women and 3 men), aged between 37 and 75 years old. The raters were fluent English speakers, who are active professionals in the law and banking sector in the USA and Switzerland. The raters were asked to rate each audio or video recording on a 5-point Likert scale, with 1 being beginner and 5 being fluent. The Krippendorff’s alpha coefficient for the ratings was found to be 0.584. The median values per each speaker were used as reference scores in our experiments.

We employed 10-fold validation with non-overlapping speakers in all the experiments on this data set. Specifically, the speakers were split into 10 parts, where the system building involves 9 parts and evaluation is on the 10\textsuperscript{th} part. Performance was measured by computing Pearson's and Spearman's correlations between the predicted and the median human scores, collectively from the 10 evaluations.
3.2.4 Depression detection

The distress analysis interview corpus - wizard of Oz (DAIC-WOZ) database (Gratch et al., 2014) comprises of audio-visual interviews of 189 participants who underwent evaluation of psychological distress. The interviews were carried out in English using an animated virtual interviewer (DeVault et al., 2013). Each participant was assigned a self-assessed depression score through patient health questionnaire (PHQ-8) method (Kroenke et al., 2009). Time labels are provided in the data set for the portions of the participants’ speech recordings.

We carried out depression detection using only the speech modality from the DAIC-WOZ corpus as a binary classification problem at the speaker level. We used the time labels provided in the data set to extract only the participants’ speech recordings for experimentation. We excluded the sessions 318, 321, 341 and 362 from the training set as they had time-labelling errors. We evaluated the proposed techniques on the dev set, since the test set was held out as part of the AVEC 2016 challenge (Valstar et al., 2016). Performance was measured in terms of F1 score, precision and recall.

3.2.5 Intelligibility assessment

The UA-speech database (Kim et al., 2008) consists of 15 English speakers with cerebral palsy (11 males, 4 females) and 13 healthy speakers (9 males, 4 females). Each impaired and control speaker has uttered 765 isolated words in total: 155 isolated words repeated 3 times and 300 isolated words spoken only once. In the database, each subject’s intelligibility score has been obtained by having five naive listeners (native speakers of American English) transcribe the isolated words and then calculating the average number of correct transcriptions. The subjective intelligibility scores of the patients range from 2% to 95%.

In the assessment of dysarthric speech intelligibility, we use the 5th channel recordings of the UA-speech corpus, similar to the previous works (Janbakhshi et al., 2019a, 2019b). An energy-based voice activity detection using Praat (Boersma & Weenink, 2001) was used to extract the speech segments. Performance was measured in terms of Pearson’s correlation coefficient and Spearman’s rank correlation coefficient between the predicted objective intelligibility scores and the subjective intelligibility scores.

3.3 Summary

In this chapter, we elaborated on the literature related to specific speech assessment tasks we deal in this thesis, listed the data sets used and gave the experimental protocols.
4 End-to-end acoustic modelling for automatic speech assessment

In Chapter 2, we discussed the existing methods for automatic speech assessment that use relevant feature extraction based on knowledge, followed by a classifier. In the last decade, automatic learning of task-specific information from raw waveforms has been demonstrated using convolutional neural networks (CNN), as opposed to using hand-crafted features, in the context of phoneme classification (Palaz et al., 2013), speech recognition (Palaz, 2016; Sainath et al., 2013; Swietojanski et al., 2014), speaker recognition (Muckenhirn, Magimai.-Doss, et al., 2018a) and verification (Muckenhirn, 2019; Muckenhirn, Magimai.-Doss, et al., 2018b), presentation attack detection (Dinkel et al., 2017; Muckenhirn et al., 2017), gender recognition (Kabil et al., 2018; Sebastian et al., 2018) and voice activity detection (Zazo et al., 2016). A similar approach that used little or no processing on the signals has been proposed on the assessment of emotion (Trigeorgis et al., 2016). Inspired from these works, we investigate how well such a raw speech modelling approach be employed for a variety of speech assessment tasks.

The rest of the chapter is organised as follows. We first describe the proposed approach, then contrast the experimental results on some speech assessment tasks with those of the existing methods and finally summarise our findings.

4.1 Proposed approach

The proposed architecture has been successfully adopted by several of the studies mentioned above. It consists of a convolutional neural network (CNNs) that operates on a fixed length raw speech signal to predict the classes of interest. The CNNs comprise two components: a feature learner that consists of convolutional layers, and a classifier that comprises fully connected layers. As illustrated in Fig. 4.1, the first layer is parameterised by 1D filters, each of which operates on the raw speech samples and outputs a time sequence. Thus the output of the first layer can be interpreted as a time-frequency representation similar to a spectrogram, where the frequency axis has no specific order (as opposed to that of a regular spectrogram) and the channels can be correlated depending upon the frequency responses of the filters. The subsequent layers have 2D filters, each of which spans all the input channels and moves
in one dimension along the time axis and gives a time sequence. The output of each layer is passed through a non-linearity, typically a rectified linear unit (ReLU), and optionally through max-pooling along the time axis. The output of the feature learner is fed to fully connected layers, with ReLU activations at the hidden layers and softmax activation at the output layer, so that the network gives the probabilities of observing each class, given a speech segment. The training of the network involves updating the parameters by backpropagating a cross-entropy loss computed between the targets and the predictions. Depending upon the length of the filters in the first convolution layer, two approaches can be distinguished.

1. **Subsegmental modelling**: In subsegmental modelling (subseg), the filters span about 2 ms (< 1 pitch period). This was first proposed by Palaz et al. (2013) for phoneme classification study. The method provides a good time resolution.

2. **Segmental modelling**: In segmental modelling (seg), the filters span about 20 ms (1 – 5 pitch periods) and gives a better frequency resolution. Original speech signals contain information about the vocal source and the vocal tract system. A recent speaker recognition study (Muckenhirn, Magimai.-Doss, et al., 2018c) found that the filters in the first convolutional layer, when operated on 20 ms speech (1-3 pitch periods), modelled the fundamental frequency and low frequency information that could be related to the voice quality. Both the segmental and subsegmental approaches were found to be complementary.

### 4.2 Experimental validation

The proposed approach has been investigated on the speech assessment tasks: Styrian and Arabic DID, prediction of fluency from non-expert ratings and depression detection. The data sets and experimental protocols are defined in Sec. 3.2.
4.2.1 Styrian dialect identification

We studied Styrian DID through CNN-based modelling of raw speech. To partially overcome the resource scarcity, we experimented with speed perturbation (SP), as also suggested by Shon et al. (2018). SP refers to duplicating the utterances by altering the playback speed.

We compared our method with the baseline systems provided by the challenge, which are support vector machine (SVM) based classifiers trained on (a) functionals of LLDs, (b) their BoAW representations and (c) fixed-length feature representations from sequence-to-sequence autoencoders (S2SAE). The S2SAEs were trained on Mel-spectrogram representations that are thresholded using a signal-to-noise ratio (SNR) parameter. The organisers also provided a variant of the S2SAE method, obtained by fusing the embeddings from several S2SAE models trained using different SNR thresholds. This is denoted as Fused Baseline.

4.2.1.1 Systems

We used a two layer feature learner architectures shown in the Table 4.1. The input to the CNNs is a 250ms signal, overlapped by a 10ms shift. The classifier consists of a single fully connected hidden layer with 100 nodes, followed by an output layer of three nodes with a softmax activation. In order to avoid skewed results and to make the systems more robust to variations in initialisation, 5-fold cross-validation was conducted using leave-one-out method. In other words, 5 CNN systems were trained for each experiment by cross-validating on a left-out unseen part of the training set. During training, all the three classes were ensured of equal representation in each epoch by duplicating some of the utterances presented. We experimented with SP with playback speeds of 0.9 and 1.1 times the original. The targets to the CNNs are one-hot encodings of the dialects. The networks were trained using cross-entropy loss with stochastic gradient descent. Learning rate was halved, in the range $10^{-2}$ to $10^{-6}$, between successive epochs whenever the validation-loss stopped reducing. The posterior probabilities obtained from the 5 CNNs for each utterance were averaged before classification.

<table>
<thead>
<tr>
<th>Model</th>
<th>Layer</th>
<th>nF</th>
<th>kW</th>
<th>dW</th>
<th>MP</th>
</tr>
</thead>
<tbody>
<tr>
<td>RawCNN</td>
<td>1</td>
<td>128</td>
<td>30</td>
<td>10</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>256</td>
<td>10</td>
<td>5</td>
<td>3</td>
</tr>
<tr>
<td>seg-small</td>
<td>1</td>
<td>128</td>
<td>300</td>
<td>100</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>256</td>
<td>5</td>
<td>2</td>
<td>-</td>
</tr>
</tbody>
</table>

Table 4.1: CNN architectures. nF: number of filters, kW: kernel width, dW: kernel shift, MP: max-pooling.
4.2.1.2 Results

Table 4.2 summarises the results of the proposed methods, in terms of unweighted average recall (UAR) % on all the classes. The test set evaluation without SP was not part of our 5 submissions, so these system were not evaluated. We reported the best performances of the baseline systems quoted by Schuller et al. (2019), which were searched by parameter tuning. The discrepancy between the S2SAE Best and Fused Baseline test set scores indicate that the systems are sensitive to the SNR parameter variations, discussed in Sec. 2.3.2.4. The proposed raw speech modelling approach gave comparable performances in subsegmental modelling. It is worth noting that SP improved the subsegmental RawCNN results on the dev set.

![Table 4.2: UAR% on the dev and test sets.](image)

<table>
<thead>
<tr>
<th>Data set</th>
<th>Best Baseline</th>
<th>Fused Baseline</th>
<th>RawCNN</th>
<th>SP + RawCNN</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>LLD</td>
<td>BoAW</td>
<td>S2SAE</td>
<td>S2SAE</td>
</tr>
<tr>
<td>dev</td>
<td>38.8</td>
<td>38.2</td>
<td>46.7</td>
<td>45.9</td>
</tr>
<tr>
<td>test</td>
<td>36.0</td>
<td>32.4</td>
<td>47.0</td>
<td>35.5</td>
</tr>
</tbody>
</table>

4.2.2 Arabic dialect identification

In the previous section, we proposed using raw speech to classify Styrian dialects in a low acoustic resource setting and with no linguistic resources. This work extends the previous work on an acoustically resource-rich condition, while maintaining the lack of linguistic resources. We describe the MFCC based baseline approach as well as the proposed raw speech modelling approach.

4.2.2.1 Baseline

Figure 4.2 shows the block diagram of the baseline approach. It follows Kaldi's x-vector system that was initially used for speaker recognition (Snyder et al., 2018). The system consists of time delay neural network (TDNN) that takes as input a sequence of MFCCs corresponding to an utterance and predicts the probabilities of each dialect. It consists of TDNN layers, followed by a stats-pooling layer (StatsP) that computes the statistics of its input representations across the given utterance and converts it to a fixed length representation. Further intermediate representations from a subsequent bottleneck layer are used as feature representations to train a probabilistic linear discriminant analysis (PLDA) based classifier, that computes the log-likelihood ratio (LLR) of observing each dialect.

4.2.2.2 Proposed raw speech based approach

In order to exploit and learn from a resource-rich condition, we introduce additional processing to the raw-speech modelling approach in Sec. 4.1. As illustrated in Fig. 4.3, in addition
Figure 4.2: Block diagram of the MFCC based baseline approach for Arabic DID.

to a series of convolutional layers with ReLU activations followed by max pooling layers, the CNN consists of a series of additional residual convolutional layers. The later convolutional layers are dilated to facilitate the learning of higher level information from a longer context. The network is also added with a stats pooling layer that aggregates the first and second order moments of its input representations. This allows inputting entire utterances of varied lengths to the network, instead of fixed length segments. The stats pooling layer is followed by two fully connected layers, one with ReLU and the other with softmax activation, that gives the probabilities of each dialect by observing the entire utterance.

Figure 4.3: Block diagram of the proposed raw speech approach for Arabic DID.

4.2.2.3 Systems

The baseline x-vector DNN setup consists of five TDNN layers, followed by a stats-pooling layer, followed by a 512-node bottleneck layer, an additional hidden layer and a softmax layer. The total number of trainable parameters is 4.5M. Input speech was perturbed in terms of its speed and volume, and was augmented with reverberation using MUSAN corpus (Snyder et al., 2015). 40 dimensional high resolution MFCC features were used as the acoustic observations. After the DNN is trained using the entire ADI17 training set, PLDA systems were trained on a 17k subset of the training set, consisting of 1000 randomly chosen utterances per dialect, due to memory constraints. We denote this approach as MFCC-TDNN.

Table 4.3 gives the CNN architecture for the proposed approach. The total number of trainable parameters is 21M. Due to variable length input processing, the networks did not converge when trained from random initialisation. So we first trained them using 3 second speech segments, and then fine-tuned later on full variable length utterances.
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Table 4.3: CNN architecture for Arabic DID. nF: number of filters, kW: kernel width, dW: kernel shift, MP: max-pooling, dil: dilation. Feature learner hyperparameters: $N_1 = 4$, $N_2 = 3$ (see Fig. 4.3).

<table>
<thead>
<tr>
<th>Model</th>
<th>Layer</th>
<th>Conv</th>
<th></th>
<th>MP</th>
<th>dil</th>
</tr>
</thead>
<tbody>
<tr>
<td>RawCNN</td>
<td>1</td>
<td>128</td>
<td>30</td>
<td>10</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>256</td>
<td>10</td>
<td>1</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>512</td>
<td>10</td>
<td>1</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>4-10</td>
<td>512</td>
<td>10</td>
<td>1</td>
<td>2</td>
</tr>
</tbody>
</table>

4.2.2.4 Results

Table 4.4 shows the experimental results. We also reported, as MFCC-CNN, the baseline results provided by the challenge organisers Shon et al. (2020), using a 4 layer CNN network trained on 40 dimensional MFCCs, including a statistics pooling, followed by a two-hidden layer feedforward network with a softmax output layer. The proposed approach shows better accuracy than the MFCC-TDNN approach and comparable to the MFCC-CNN approach, although it used no data augmentation, contrary to the MFCC based ones.

<table>
<thead>
<tr>
<th>Experiment</th>
<th>MFCC-CNN (Shon et al., 2020)</th>
<th>MFCC-TDNN</th>
<th>RawCNN subseg-large-stats</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dev</td>
<td>83.0</td>
<td>80.68</td>
<td>83.2</td>
</tr>
<tr>
<td>Test</td>
<td>82.0</td>
<td>80.81</td>
<td>82.0</td>
</tr>
</tbody>
</table>

4.2.3 Fluency prediction

Since fluency prediction has not been studied in a non-expert rating setting, we investigated different approaches that do not explicitly model linguistic information: (a) predefined set of acoustic low level descriptor (LLD) features-based, (b) unsupervised speech embeddings-based, and (c) end-to-end acoustic modelling-based.

4.2.3.1 Systems

eGeMAPS LLD features listed in Table 2.1 were used. Linear SVM classifiers were trained using scikit-learn (Pedregosa et al., 2011) with the default parameters, without optimising the hyperparameters. For BoAW representations, the codebook size used was 50, as the data was limited and contained mostly read speech. We included the time information of the frame as an additional feature to the BoAW representations, as we found that this improves the performance. For the wav2vec 2.0 representations, we used the pre-trained
base model provided by the authors (Baevski et al., 2020a), which was trained on LibriSpeech corpus (Panayotov et al., 2015).

Table 4.5: CNN architectures. nF: number of filters, kW: kernel width, dW: kernel shift, MP: max-pooling.

<table>
<thead>
<tr>
<th>Model</th>
<th>Layer</th>
<th>Conv nF kW dW</th>
<th>MP</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>subseg</td>
<td>1</td>
<td>128 30 10 2</td>
<td></td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>256 10 5 3</td>
<td></td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>512 4 2 -</td>
<td></td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>512 3 1 -</td>
<td></td>
</tr>
<tr>
<td>seg</td>
<td>1</td>
<td>128 300 100 2</td>
<td></td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>256 5 2 -</td>
<td></td>
</tr>
<tr>
<td></td>
<td>3,4</td>
<td>same as subseg</td>
<td></td>
</tr>
</tbody>
</table>

CNNs for joint feature-classifier modelling were trained using Tensorflow (Abadi et al., 2015; Chollet et al., 2015). The terms subseg and seg refer to 30 sample subsegmental and 300 sample segmental modelling respectively. Table 4.5 gives the architecture of the CNN feature learner. The classifier part of the CNN consists of one hidden fully connected layer with 100 nodes. The input to the CNNs is a 250ms signal, overlapped by a 10ms shift. The output layer consists of five nodes, corresponding to the five rating categories, with a softmax activation. During training, all the five classes were ensured of equal representation in each epoch by duplicating some of the utterances presented. The networks were trained using cross-entropy loss with stochastic gradient descent. Learning rate was halved, in the range $10^{-2}$ to $10^{-6}$, between successive epochs whenever the training-loss stopped reducing.

4.2.3.2 Results

Results are reported in Table 4.6 in terms of Pearson’s correlation coefficient and Spearman’s rank correlation coefficient. The p-values are provided in parentheses. For both evaluation measures, all the systems yielded a good correlation score, with a p-value well below 0.01, i.e. the results are statistically significant. We can observe that the BoAW approach modelling LLDs yields the best results; however the automatic feature learning methods obtained an encouraging performance.

4.2.4 Depression detection

In this work, we studied the subsegmental approach, since information related to glottal pulses is present locally in time and may require time resolution, and the segmental approach for better modelling of source related information.

We compare our method with a few existing works that followed the same protocol, viz., (a)
Table 4.6: Results in terms of correlation coefficients, with p-values in parentheses.

<table>
<thead>
<tr>
<th>Model Description</th>
<th>Pearson’s</th>
<th>Spearman’s</th>
</tr>
</thead>
<tbody>
<tr>
<td>LLD + Functionals + SVM</td>
<td>0.338 (6e-71)</td>
<td>0.356 (4e-79)</td>
</tr>
<tr>
<td>LLD + BoAW + SVM</td>
<td>0.627 (7e-37)</td>
<td>0.641 (6e-39)</td>
</tr>
<tr>
<td>wav2vec 2.0 + BoAW + SVM</td>
<td>0.556 (1e-27)</td>
<td>0.578 (3e-30)</td>
</tr>
<tr>
<td>RawCNN subseg</td>
<td>0.431 (4e-16)</td>
<td>0.446 (3e-17)</td>
</tr>
<tr>
<td>RawCNN seg</td>
<td>0.569 (3e-29)</td>
<td>0.563 (1e-28)</td>
</tr>
</tbody>
</table>

Support vector machine (SVM) based baseline system from the AVEC 2016 challenge (Valstar et al., 2016) that used functionals of LLD features related to both the vocal tract and source, extracted using COVAREP tool (Degottex et al., 2014), (b) a long short term memory (LSTM) recurrent network system that used the above functionals to model speaker-level sequences of responses, and (c) CNN-based systems that detected depression from either spectrogram features or mel filter bank energies (Ma et al., 2016). In addition, we trained a 3-hidden layer deep neural network (DNN) baseline system that models MFCCs to emulate a vocal tract system information based system.

### 4.2.4.1 Systems

Table 4.5 gives the architecture of the CNN feature learner. The proposed system takes as input a 250 ms fixed length signal (determined through cross validation) overlapped with a 10 ms shift. The classifier part of the CNN consists of one hidden fully connected layer with 10 nodes. The output layer contains a single node with a sigmoid activation that outputs the probability of detecting depression. The parameters of the system are optimised using cross entropy criterion. During testing, the scores obtained on multiple signals of each speaker are averaged to get a per-speaker score, which is later thresholded to get a binary classification (control/depressed). The systems were trained using Tensorflow/Keras (Abadi et al., 2015; Chollet et al., 2015). For each experiment, the training data were split into 95% of speakers for training and 5% of speakers for cross-validation. To ensure equal representation of both the control and the depressed classes during training, we duplicated the depressed class utterances to a count matching as that of the control group. All the training frames of the depressed group were labelled 1, and the rest 0.

The networks (architectures listed in Table 4.5) were trained using cross-entropy loss with stochastic gradient descent. Learning rate was halved, in the range $10^{-1}$ to $10^{-6}$, between successive epochs whenever the validation-loss stopped reducing. We trained 10 networks for each experiment, starting with a different random initialisation, in order to ascertain the systems are reproducible. We evaluated them primarily by the average F1 score of both the classes computed from all the 10 networks trained. We additionally report precision and recall scores. To fix a threshold on the speaker-level scores for the binary classification, F1 scores were computed by varying the threshold in steps of 0.01. The threshold that gave the best
unweighted average F1 score across all the 10 systems was then chosen, and the results were reported accordingly.

4.2.4.2 Results

Table 4.7 shows the F1 scores, precision and recall of the proposed methods along with the results of the baseline systems. It is worth mentioning that in the AVEC 2016 challenge the systems were ranked based on the F1 scores of both the classes. Except for the results from the existing works, each value shown indicates the mean performance obtained by training the DNN or CNN 10 times. We did this to ensure that the proposed methods are not sensitive to initialisation of DNN or CNN and the results are truly reproducible. The standard deviation of the performance of the systems were between 0.0 and 0.1.

Table 4.7: Performances of various methods on the AVEC 2016 dev set. D indicates depressed, C indicates control and O indicates the overall score by un-weighted average over the two classes. Bold font marks the best system among the proposed methods in terms of the overall F1 score.

| Experiment                              | F1 score O |   |   | Precision D | C |   |   | Recall D | C |
|----------------------------------------|------------|--|--|--|------------|--|--|--|----------|--|--|----------|
| LLD + Functionals + SVM (Valstar et al., 2016) | 0.57 | 0.46 | 0.68 | 0.32 | 0.94 | 0.86 | 0.54 |
| LLD + Functionals + LSTM (Al Hanai et al., 2018) | - | 0.50 | - | 0.71 | - | 0.38 | - |
| Spec + CNN (Ma et al., 2016) | 0.61 | 0.52 | 0.70 | 0.35 | 1.00 | 1.00 | 0.54 |
| MFCC + DNN | 0.52 | 0.42 | 0.61 | 0.37 | 0.68 | 0.49 | 0.56 |
| RawCNN - subseg | 0.53 | 0.26 | 0.79 | 0.60 | 0.69 | 0.17 | 0.94 |
| RawCNN - seg | 0.57 | 0.57 | 0.57 | 0.43 | 0.82 | 0.82 | 0.43 |

4.3 Summary

In this chapter, we investigated directly modelling raw signals of speech using CNNs for several speech assessment tasks, viz. identifying Styrian and Arabic dialects, prediction of perceived fluency using non-expert ratings and detecting depression from speech. Our investigations showed the feasibility of employing the automatic feature learning method in all the tasks investigated, and showed encouraging performances that approached the respective baselines using handcrafted features or architectures. In fluency prediction and depression detection tasks, segmental modelling yielded a better performance than subsegmental modelling.
5 Incorporating voice source related information

In the previous chapter we attempted to alter the time and frequency resolution of the CNN’s first layer by altering the kernel width, to implicitly focus more on the vocal tract or source related information. However, it may be desirable to explicitly model such information related to the source or system for an improved modelling. Conventional systems rely on knowledge-driven feature extraction methods to achieve this. However, robustly extracting certain features, especially at the source level, for instance those related to the glottal source activity, and characterising them precisely is a challenging problem. As discussed by Cummins et al. (2015), extracting and modelling source-related features for depression detection is a non-trivial task for reasons such as, (a) lack of a standardised approach to extract these features, (b) susceptibility to errors due to differing sound pressure levels between and within individuals, (c) difficulty in analysing and extracting these features from continuous speech in a reliable manner. To overcome such limitations, this chapter proposes methods of filtering signals that enhance the source specific information of interest through existing signal processing methods and thereby modelling the filtered signals using CNNs to automatically learn the features relevant for the task. We investigate how well the raw speech modelling approach can be leveraged using such methods.

The rest of the chapter elaborates on the signal filtering approaches, presents our investigations on speech assessment tasks, analyses how the systems learned differ from those of Chapter 4 and from each other, and finally summarises the findings.

5.1 Approach

Fig. 5.1 shows the proposed approach, where knowledge driven signal processing is introduced before processing them through the joint feature-learner described in the previous chapter. We investigated the following signal processing methods to extract voice source related information from raw speech.
5.1.1 Low pass filtering

One way to enable the CNNs to effectively learn voice source related information is to low pass filter (LPF) the input signals such that the fundamental frequency is preserved. This has indeed been observed in a recent study on CNN-based glottal closure instant detection (Yang et al., 2018).

5.1.2 Linear prediction based decomposition

Linear prediction (LP) models the slow-varying components in speech signals $x[n]$, using coefficients $\alpha_k$ that linearly combine past samples to predict the current sample (Makhoul, 1975)

$$\tilde{x}[n] = \sum_{k=1}^{p} \alpha_k x[n-k].$$

(5.1)

For a typical short quasi-stationary segment of pre-emphasised speech, this corresponds to fitting the formant-related vocal-tract structure. However, the quality of such modelling depends on the order of the LP used. We refer to this predictable component $\tilde{x}[n]$ as LP estimated (LPE) signal. The unpredictable component, called the LP residual (LPR),

$$g[n] = x[n] - \tilde{x}[n],$$

(5.2)

carries the glottal source information; thus LP analysis forms one of the methods for glottal signal analysis (Ananthapadmanabha & Yegnanarayana, 1979; Drugman et al., 2014). LPR signals contain not only the excitation information but also the modelling errors of the vocal tract system due to the assumptions on the LP order $p$ (Makhoul, 1975). One way to handle this issue is through low pass filtering the speech signals before extracting the residual. This is akin to simple inverse filter tracking method (Markel, 1973), which was proposed for fundamental frequency estimation. In our studies, the LPR signals are estimated from pre-emphasised and low pass filtered signals, using LP modelling over short segments and then concatenated at the utterance-level.
5.1.3 Homomorphic source-filter decomposition

Complex cepstrum of a speech signal $x[n]$ is a transformation defined as

$$\hat{x}[n] = \mathcal{F}^{-1}\{\log(\mathcal{F}\{x[n]\})\}, \quad (5.3)$$

where $\mathcal{F}$ denotes discrete Fourier transform and log denotes a complex logarithm. Complex cepstrum allows transforming convolutive components of a time-domain signal into additive components, i.e. if $x[n] = u[n]*v[n]$, then $\hat{x}[n] = \hat{u}[n]+\hat{v}[n]$, where $u[n]$ denotes the excitation source and $v[n]$ the vocal tract response. Given $\hat{x}[n]$ of a speech signal, it is not possible to deduce both $\hat{u}[n]$ and $\hat{v}[n]$. However, since $u[n]$ has a fast-varying Fourier spectrum, most of its energy is concentrated in the higher cepstral coefficients of $\hat{x}[n]$. Similarly, since $v[n]$ has a slow-varying spectrum, most of its energy is concentrated in the lower coefficients of $\hat{x}[n]$. Thus linear high pass and low pass lifting of $\hat{x}[n]$ can approximate them (Drugman et al., 2009; Rabiner & Schafer, 2011):

$$\hat{u}[n] \approx \tilde{\hat{u}}[n] = \begin{cases} \hat{x}[n], & n \geq \tau \\ 0, & 0 \leq n < \tau \end{cases} \quad (5.4)$$

$$\hat{v}[n] \approx \tilde{\hat{v}}[n] = \begin{cases} \hat{x}[n], & 0 \leq n < \tau \\ 0, & n \geq \tau \end{cases} \quad (5.5)$$

Since complex cepstrum transform is invertible, the time domain signals $\tilde{u}[n]$ and $\tilde{v}[n]$ corresponding to $\tilde{\hat{u}}[n]$ and $\tilde{\hat{v}}[n]$ respectively can be constructed. We perform this analysis using a sliding window on each pre-emphasised utterance, and overlap-add the resultant segments of $\tilde{u}[n]$ to construct the utterance-level source related signal. We refer to it as homomorphically filtered vocal source (HFVS) signal.

5.1.4 Zero frequency filtering

Zero frequency filtering characterises the glottal source activity (Murty & Yegnanarayana, 2008; Yegnanarayana & Gangashetty, 2011). It exploits the property of an impulse-like excitation at the glottal closure instance to detect glottal closure instants (GCIs). ZFF signals are obtained by passing pre-emphasised speech signals through a cascade of two ideal digital resonators located at 0Hz, and then removing the trend in the resulting signals by subtracting the average over a window of the size in the range of 1 to 2 pitch periods. Including a pre-emphasis $1 - z^{-1}$, the cascaded 0Hz resonator has the transfer function

$$H(z) = \frac{1}{(1 - z^{-1})^3}. \quad (5.6)$$
Denoting the corresponding impulse response as $h[n]$ and the pitch period in samples as $N_0$, below is the method of extracting the ZFF signal $c[n]$\(^1\).

\[
c_1[n] = x[n] * h[n]
\]

\[
c_2[n] = c_1[n] - \sum_{n'=-N_0/2}^{N_0/2} c_1[n']
\]

\[
c[n] = c_2[n] - \sum_{n'=-N_0/2}^{N_0/2} c_2[n'].
\]

In addition to the GCI s, the strengths of the glottal excitations, the fundamental frequency and the glottal opening instants can be estimated from the ZFF signals (Murty & Yegnanarayana, 2008; Ramesh et al., 2013). It has recently been shown that ZFF signals can be modelled by CNNs for paralinguistic tasks such as sleepiness (Fritsch et al., 2020) and dementia (Cummins et al., 2020) prediction.

## 5.2 Experimental validation

The proposed approach as been investigated on the speech assessment tasks: depression detection, fluency prediction and Styrian DID. The data sets and experimental protocols are defined in Sec. 3.2.

### 5.2.1 Depression detection

Inspired from the voice source related literature on depression detection, we carry out experi-

\(^1\)Since $h[n]$ is not stable, using it on on very long utterances requires caution, as it can lead to underflow/overflow issues. However, this is not the case with typical data sets, including the ones we used. If $c_1[n]$ computation is successful, then the numerical variability introduced is compensated by the moving average filter during $c_2[n]$ computation.
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5.2.1.1 Systems

The proposed signals to be investigated were extracted using multiple tools. For LPF, Kaiser windowed sinc filters of the SoX tool were used. LPR signals were extracted through 8-order LP modelling using COVAREP tool (Degottex et al., 2014) with the default parameters, from the LPF signals. HFVS signals were extracted with a 40ms Hanning window, shifted by 20ms, using the standard complex cepstrum tools of MATLAB, and using $\tau = 50$ sample quefrency cut-off. ZFF signals were extracted using $N_0 = 160$ (which corresponds to $F_0 = 100$ Hz for signals sampled at 16 kHz) for all the speakers, since using the true $F_0$ was not found to influence the performance. We refer to direct modelling of raw speech as RawCNN, and modelling of processed signals as SigCNN. SigCNNs have the same architectures as those of RawCNN, given in Table 4.5.

5.2.1.2 Results

Table 5.1: Performances of various methods on the AVEC 2016 dev set. $D$ indicates depressed, $C$ indicates control and $O$ indicates the overall score by un-weighted average over the two classes. Bold font marks the best system among the proposed methods in terms of the overall F1 score.

<table>
<thead>
<tr>
<th>Experiment</th>
<th>$F1$ score</th>
<th>Precision</th>
<th>Recall</th>
</tr>
</thead>
<tbody>
<tr>
<td>LLD + Functionals + SVM (Valstar et al., 2016)</td>
<td>0.57 0.46 0.68</td>
<td>0.32 0.94</td>
<td>0.86 0.54</td>
</tr>
<tr>
<td>LLD + Functionals + LSTM (Al Hanai et al., 2018)</td>
<td>- 0.50 -</td>
<td>0.71 -</td>
<td>0.38 -</td>
</tr>
<tr>
<td>Spec + CNN (Ma et al., 2016)</td>
<td>0.61 0.52 0.70</td>
<td>0.35 1.00</td>
<td>1.00 0.54</td>
</tr>
<tr>
<td>MFCC + DNN</td>
<td>0.52 0.42 0.61</td>
<td>0.37 0.68</td>
<td>0.49 0.56</td>
</tr>
<tr>
<td>RawCNN - subseg</td>
<td>0.53 0.26 0.79</td>
<td>0.60 0.69</td>
<td>0.17 0.94</td>
</tr>
<tr>
<td>RawCNN - seg</td>
<td>0.57 0.57 0.57</td>
<td>0.43 0.82</td>
<td>0.82 0.43</td>
</tr>
<tr>
<td>LPF 500Hz SigCNN - subseg</td>
<td>0.57 0.56 0.59</td>
<td>0.43 0.81</td>
<td>0.79 0.46</td>
</tr>
<tr>
<td>LPF 500Hz SigCNN - seg</td>
<td>0.65 0.61 0.69</td>
<td>0.50 0.84</td>
<td>0.79 0.59</td>
</tr>
<tr>
<td>LPR SigCNN - subseg</td>
<td>0.65 0.60 0.70</td>
<td>0.50 0.82</td>
<td>0.74 0.61</td>
</tr>
<tr>
<td>LPR SigCNN - seg</td>
<td>0.61 0.50 0.72</td>
<td>0.48 0.75</td>
<td>0.54 0.70</td>
</tr>
<tr>
<td>HFVS SigCNN - subseg</td>
<td>0.61 0.52 0.70</td>
<td>0.47 0.75</td>
<td>0.58 0.65</td>
</tr>
<tr>
<td>HFVS SigCNN - seg</td>
<td>0.61 0.54 0.68</td>
<td>0.46 0.77</td>
<td>0.64 0.61</td>
</tr>
<tr>
<td>ZFF SigCNN - subseg</td>
<td>0.69 0.65 0.73</td>
<td>0.54 0.87</td>
<td>0.81 0.63</td>
</tr>
<tr>
<td>ZFF SigCNN - seg</td>
<td>0.66 0.52 0.80</td>
<td>0.61 0.75</td>
<td>0.45 0.85</td>
</tr>
</tbody>
</table>

Table 5.1 shows the results of the proposed methods. It can be observed that the proposed methods of detecting depression based on voice source related information perform comparable to or better than the existing works and improve over directly modelling raw speech. In
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particular, ZFF signals consistently yield better systems in terms of the overall F1 score than all the other methods. If we compare the systems based on F1 score for depression $D$, the proposed methods perform comparable or outperform existing methods.

5.2.2 Fluency prediction

We investigate the use of source related (i) LLD features and their BoAW representations, and (ii) ZFF signal processing method in addition to modelling raw speech, as illustrated in Fig. 5.3.

![Diagram](image)

Figure 5.3: Proposed source-related signal modelling for fluency prediction. Conv: convolutional layer with rectified linear (ReLU) activation, MP: max-pooling, FC: fully connected layer with ReLU activation, FC-S: FC layer with softmax activation.

5.2.2.1 Systems

The architectures are as listed in Table 4.5. LLD feature extraction, BoAW representation extraction and the training of the neural networks are the same as described in Sec. 4.2.3.1. The source related LLDs are given by Table 2.1.

5.2.2.2 Results

Table 5.2 gives the results. It can be observed that the vocal source related LLD features contribute less to the performance as compared to the complete set of LLDs. A better performance of ZFF-based approach than BoAW approach modelling source-related LLDs indicates that the former is able to better model source-related information for speech fluency prediction. Finally, it is interesting to observe that the subseg ZFF SigCNN and seg RawCNN approaches yield performances similar to that of the BoAW with wav2vec 2.0 embeddings approach. Fig. 5.4 shows the confusion matrices of several systems. For all these systems, the predictions are centred around the true rating, indicating a systematic prediction of the speech fluency ratings.
Table 5.2: Performance of source-related signals on fluency prediction in terms of correlation coefficients, with p-values in parentheses.

<table>
<thead>
<tr>
<th></th>
<th>Pearson’s</th>
<th>Spearman’s</th>
</tr>
</thead>
<tbody>
<tr>
<td>LLD + Functionals + SVM</td>
<td>0.338 (6e-71)</td>
<td>0.356 (4e-79)</td>
</tr>
<tr>
<td>LLD + BoAW + SVM</td>
<td>0.627 (7e-37)</td>
<td>0.641 (6e-39)</td>
</tr>
<tr>
<td>LLD (Source) + BoAW + SVM</td>
<td>0.337 (4e-10)</td>
<td>0.347 (1e-10)</td>
</tr>
<tr>
<td>wav2vec 2.0 + BoAW + SVM</td>
<td>0.556 (1e-27)</td>
<td>0.578 (3e-30)</td>
</tr>
<tr>
<td>RawCNN subseg</td>
<td>0.431 (4e-16)</td>
<td>0.446 (3e-17)</td>
</tr>
<tr>
<td>RawCNN seg</td>
<td>0.569 (3e-29)</td>
<td>0.563 (1e-28)</td>
</tr>
<tr>
<td>ZFF SigCNN subseg</td>
<td>0.560 (3e-28)</td>
<td>0.576 (4e-30)</td>
</tr>
<tr>
<td>ZFF SigCNN seg</td>
<td>0.515 (2e-23)</td>
<td>0.545 (2e-26)</td>
</tr>
</tbody>
</table>

5.2.3 Styrian dialect identification

Styrian dialects lack distinction in their pitch patterns, i.e. related to the voice source. Nevertheless, a question that arises is whether source carries any discriminative information about Styrian dialects. We investigate this point, as shown in Fig. 5.5.
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Figure 5.5: Proposed source-related signal modelling for Styrian dialect identification. Conv: convolutional layer with rectified linear (ReLU) activation, MP: max-pooling, FC: fully connected layer with ReLU activation, FC-S: FC layer with softmax activation.

5.2.3.1 Systems

The extraction of HFVS and LPR signals was as described in Sec. 5.2.1.1. The architecture used in the Styrian dialect experiments is subseg-small (see Table 4.1).

5.2.3.2 Results

Table 5.3 shows the results of modelling source related signals using the SigCNN architecture.

Table 5.3: Performance of source-related signals on the Styrian dev set, in terms of UAR%.

<table>
<thead>
<tr>
<th>Data set</th>
<th>RawCNN</th>
<th>HFVS SigCNN</th>
<th>LPR SigCNN</th>
</tr>
</thead>
<tbody>
<tr>
<td>dev</td>
<td>41.8</td>
<td>35.2</td>
<td>37.1</td>
</tr>
</tbody>
</table>

5.3 Analysis

In this section, we analyse the systems at two levels, viz. visualising the frequency response of the first layers, and visualising the relevance signals by looking at the entire networks.

5.3.1 Analysis of frequency response of the first layer filters

To better understand the spectral information being modelled by the CNNs, we analysed the cumulative frequency response of the first convolutional layer filters, as done by Muckenhirn, Magimai.-Doss, et al. (2018c) and Palaz et al. (2016):

\[
F_{\text{cum}} = \sum_{k=1}^{N_f} \frac{F_k}{\|F_k\|_2},
\]

where \(N_f\) is the number of filters and \(F_k\) is the frequency response of filter \(f_k\).
5.3.1.1 Depression detection

Fig. 5.6a shows the cumulative responses of the CNNs modelling the proposed methods at the subsegmental level modelling (filters of length about 2 ms). As expected, for ZFF, LPF and LPR the emphasis is on low frequencies. For HFVS the response is almost flat across the frequencies. For raw speech signals, the emphasis is more on the high frequencies between 2 kHz - 4kHz, which is more related to the vocal tract system information. 

![Subsegmental Modelling](image1)

![Segmental Modelling](image2)

Figure 5.6: Comparison of the overall frequency responses of the first convolutional layers in various depression detection CNNs.

5.3.1.2 Fluency prediction

Fig. 5.7 shows the cumulative frequency responses of the first convolution layer of the different CNN-based systems. It can be observed that most of the systems focus on the low frequency regions that are more related to the fundamental frequency and voice source related aspects (Dubagunta, Vlasenko, et al., 2019; Muckenhirn, Magimai.-Doss, et al., 2018c), which are more linked to fluency than the linguistic accuracy, corroborating with the finding of Duijm et al. (2018).
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5.3.2 Relevance analysis

To gain insight about what the CNNs as a whole are learning, we applied a recently developed guided backpropagation based visualisation method (Muckenhirn, Abrol, et al., 2018). In simple terms, given an input signal and the output class, the technique measures how a small variation or perturbation of each sample value will impact the prediction score. This corresponds to measuring the importance of each input sample value for the prediction. This process yields a relevance signal.

Using the relevance analysis method, we contrasted the CNNs trained on ZFF signals with those trained on LPR signals in depression detection. Fig. 5.8a shows the relevance signals computed for the subsegmental and segmental level modelling on both the types of signals, overlaid on the input ZFF signal, of a sustained vowel /uh/ of duration 250 ms from the database. In the case of subsegmental modelling, we observe that for both ZFF and LPR relevance signals there is a sharp focus at the positive-to-negative zero-crossings of the ZFF signals, which corresponds to the glottal closure instants (GCIs) (Murty & Yegnanarayana, 2008). This suggests that the subsegmental CNN is focusing on the GCI information for depression detection. In the case of segmental modelling, the relevance signal does not have such a sharp focus, indicating that all the samples are given importance. Fig. 5.8b shows the autocorrelation of the above signals. It can be observed that all the relevance signals are preserving the periodicity, i.e. F0, information.

5.4 Summary

This chapter investigated methods of modelling signals filtered with voice source related information using CNNs for automatic speech assessment. Investigations on speech assessment tasks indicated the usefulness of such signal filtering methods, except in tasks with no discriminative information at the source-level.

Our studies on depression detection showed that, instead of modelling raw speech signals as they are, filtering them based on prior knowledge, such as low pass filtering to remove the
Incorporating voice source related information
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Figure 5.8: Illustration of relevance signals and their autocorrelation signals in depression detection. The example shown is part of the sustained vowel *uh*.

high frequency vocal tract system related information or ZFF leads to effective depression detection. More precisely, the systems based on ZFF signals and LPR signals yield better than the state-of-the-art LLD based systems. Analyses using frequency response and relevance plots reveal that the segmental level modelling of ZFF and LPR signals is mainly focusing on the F0 variation, whilst the subsegmental level modelling is focusing on time local events related to the voice source, viz. GCIs, similar to jitter and shimmer feature extraction as well as the F0 variation. This could be the reason why subsegmental level modelling of ZFF and LPR signals yields better system than segmental level modelling.

In fluency prediction, the proposed ZFF approach showed an encouraging performance and is able to better model the source related information than the BoAW-based approach on source-related LLDs. Filtering using ZFF helped shift the focus of subsegmental modelling more towards the low frequency regions and thereby improved the results over raw speech modelling, whereas no such gains are observed in segmental modelling which already emphasises the low frequency regions when modelling raw speech.

Studies on Styrian dialect identification clearly show that the voice-source related features such as pitch patterns do not contribute to the Styrian dialect classification.
The previous chapter dealt with incorporating knowledge related to the vocal source through signal processing, into the joint feature-classifier learner systems. In a similar manner, some assessment tasks can benefit from the availability of linguistic resources. For instance, dialects can be identified by the choice of words when word transcriptions are available, and by the pronunciation variations when phonetic transcriptions are available. These linguistic differences can be attributed more to the vocal tract than to the source. In the absence of such explicit resources, we look at implicitly incorporating such knowledge, by (i) learning explicit linguistic knowledge on another task with available resources, and (ii) transfer learning the learned model parameters for the task of interest. We investigate how well such methods leverage the raw speech modelling approach proposed in Chapter 4.

The rest of the chapter elaborates on the proposed approach, presents the experimental studies and analyses on speech assessment tasks, and finally summarises the findings.

6.1 Proposed approach

The typical linguistic sub-word units of any language, such as phonemes, can be mapped to the articulatory properties of the vocal apparatus that cause to produce the associated sounds. Such properties include the place of constriction, the height of the tongue, roundedness of the lips, etc. When such knowledge exists in a language in the form of mappings from phonemes to their articulatory feature (AF) representations, direct mappings from acoustic feature representations to AFs can be learned (Rasipuram & Magimai-Doss, 2015). Such AF representations were shown to be useful for improved pronunciation modelling, noise robustness and multi-lingual portability. Rasipuram and Magimai-Doss (2015) utilised handcrafted feature representations to learn the feature-to-AF mappings. However, motivated by better task-specific modelling through automatic feature learning, we propose to model AFs directly from raw speech using joint feature-classifier CNNs. Once such models are trained, model parameters are transfer learned for the task of interest, as illustrated in Fig. 6.1.
6.1.1 Articulatory parameter CNNs

For training the articulatory networks, the AMI corpus (Carletta et al., 2005) recorded using independent headset microphone was used, which consists of 77 hours of meetings. Kaldi setup was used to train hidden Markov models (HMMs) for context-dependent phones, where the HMM states were jointly modelled by using subspace GMMs. The corresponding frame-to-phone alignments were used to train the AF CNNs, using phone-to-AF mappings from Rasipuram and Magimai-Doss (2015, see Table B.1). More specifically, 4 AF CNNs were trained to individually predict the 4 AF categories: place, manner, height and vowel. The model architecture used, listed as RawArticCNN in the Table 6.1, was inspired from raw-speech based phone classification using sub-segmental modelling first proposed by Palaz et al. (2013). The “FC” layer in this architecture contains 1024 nodes. AF training was performed on a 70 hour clean subset of the training set, which is a standard practice followed in the Kaldi recipe. Transfer learning to the task of interest involved using the 4 AF-CNNs to initialise another 4 corresponding CNNs, for the task, of the same architecture (RawArticCNN) except for either the output classification layer or the entire classifier part of the joint feature-classifier learner, depending on the task. The frame-level accuracies on a held-out validation data, reported in Table 6.2, indicate that the networks learn meaningful representations.

Table 6.1: CNN architecture for articulatory CNNs. nF: number of filters, kW: kernel width, dW: kernel shift, MP: max-pooling, dil: dilation.

<table>
<thead>
<tr>
<th>Model (Input frame size)</th>
<th>Layer</th>
<th>Conv</th>
<th>MP</th>
</tr>
</thead>
<tbody>
<tr>
<td>RawArticCNN (250ms)</td>
<td>1, 2, 3</td>
<td>N_f</td>
<td>kW</td>
</tr>
<tr>
<td></td>
<td>80, 30, 10</td>
<td>60, 7</td>
<td>1</td>
</tr>
</tbody>
</table>
Table 6.2: Information on the trained articulatory networks.

<table>
<thead>
<tr>
<th></th>
<th>Manner</th>
<th>Place</th>
<th>Height</th>
<th>Vowel</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of classes</td>
<td>9</td>
<td>13</td>
<td>8</td>
<td>23</td>
</tr>
<tr>
<td>Frame-level accuracy on validation data</td>
<td>77.8</td>
<td>72.4</td>
<td>76.5</td>
<td>75.5</td>
</tr>
</tbody>
</table>

6.2 Experimental validation

We investigate the proposed approach on the following speech assessment tasks: Styrian and Arabic DID, fluency prediction and depression detection.

6.2.1 Styrian dialect identification

As shown in Fig. 6.1, we utilise AF model parameters in the Syrian DID task.

6.2.1.1 Systems

Transfer learning to Styrian DID involved using the 4 AF-CNNs to initialise another 4 corresponding CNNs, for DID, of the same architecture (RawArticCNN) except for the output classification layer. For the transfer learning, we only excluded the output classification layer from the parameter initialisation. For transfer learning as feature embeddings, refer to Sec. 6.2.1.4. Training was performed using the training set, by using a decaying learning schedule as described in Sec. 4.2.1.1, and by cross-validating on the entire training set at the end of each epoch. The posterior probabilities obtained from the 4 CNNs for each utterance were averaged before classification. We also investigated fusing the outputs of the four CNNs, through averaging the corresponding posterior probabilities, before predicting the dialect.

6.2.1.2 Results

Table 6.3 summarises the results using the proposed transfer learning approach, along with the baselines and earlier results. It is worth reminding the reader that the test set evaluations were limited to 5 submissions. It can be observed that the fused RawArticCNN system performs better on the test set than the other proposed approaches and the existing LLD and BoAW based baselines. In comparison with the S2SAE baseline, the method performs better than the fused S2SAE baseline. This validates that AF based transfer learning through AF initialisation helps in improving the Styrian DID.

6.2.1.3 Modelling vocal tract information through signal processing

As discussed earlier, linguistic differences can be attributed more to the vocal tract than the source. Given the understanding of separating the source and filter components using signal
Table 6.3: Effect of AF transfer learning on the UAR% of Styrian DID.

<table>
<thead>
<tr>
<th>Experiment</th>
<th>dev</th>
<th>test</th>
</tr>
</thead>
<tbody>
<tr>
<td>Best Baseline</td>
<td></td>
<td></td>
</tr>
<tr>
<td>LLD</td>
<td>38.8</td>
<td>36.0</td>
</tr>
<tr>
<td>BoAW</td>
<td>38.2</td>
<td>32.4</td>
</tr>
<tr>
<td>S2SAE</td>
<td>46.7</td>
<td>47.0</td>
</tr>
<tr>
<td>Fused Baseline</td>
<td></td>
<td></td>
</tr>
<tr>
<td>S2SAE</td>
<td>45.9</td>
<td>35.5</td>
</tr>
<tr>
<td>RawCNN+SP LPR SigCNN</td>
<td>subseg-small</td>
<td>44.2</td>
</tr>
<tr>
<td>RawArticCNN</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Manner</td>
<td>44.4</td>
<td>-</td>
</tr>
<tr>
<td>Place</td>
<td>43.5</td>
<td>-</td>
</tr>
<tr>
<td>Height</td>
<td>45.3</td>
<td>-</td>
</tr>
<tr>
<td>Vowel</td>
<td>43.0</td>
<td>-</td>
</tr>
<tr>
<td>Fused</td>
<td>46.6</td>
<td>36.6</td>
</tr>
</tbody>
</table>

processing approaches in Sec. 5.1, in this section, we conduct an analysis study on whether such methods that enhance the vocal-tract related information can be used as an alternative to AF based transfer learning in the Styrian DID problem.

6.2.1.3.a Approach

From the linear prediction and homomorphic processing methods described in Sec. 5.1, we can extract the corresponding complementary information to construct the vocal tract related signals. More specifically, the LPE signals $\tilde{x}[n]$, given by Eq. (5.1), can be constructed for short segments of speech (without using a low pass filtering as done for LPR signals) and aggregated at the utterance-level. Similarly, homomorphic filtered vocal tract (HFVT) signals $\tilde{v}[n]$, corresponding to Eq. (5.5) in the time domain, can be overlap-added per utterance. As illustrated in Fig. 6.2, we investigate whether modelling of such vocal tract related signals, termed as SigCNN, improves Styrian DID. In addition, we also investigate learning to predict AF classes from HFVT and LPE signals. This approach is termed SigArticCNN and has the same architecture as that of RawArticCNN.

6.2.1.3.b Systems

HFVT and LPE signals were generated using MATLAB. HFVT signals were extracted with a 40ms Hanning window, shifted by 20ms and were liftered at $\tau = 50$ sample quefrency cut-off. LPE signals were predicted using 30ms Hamming windows, shifted by 10ms and using $12^{th}$ order LP modelling. SP was performed using SoX tool at additional 0.9 and 1.1 speeds. As discussed earlier, these signals were computed at utterance level and were then processed through CNNs. The architecture used for SigCNN experiments is subseg-small (see Table 4.5).
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Figure 6.2: Proposed approach based on CNNs and using vocal tract related signals. Conv: convolutional layer with rectified linear (ReLU) activation, MP: max-pooling, FC: fully connected layer with ReLU activation, FC-S: FC layer with softmax activation.

6.2.1.3.c Results

From the results in Table 6.4, it can be observed that the proposed SigCNN modelling of HFVT and LPE signals is better than RawCNN+SP. We also experimented using SigCNN+SP and observed no gains over SigCNN (results are not shown). Comparing the SigArticCNN results with the RawArticCNN results in Table 6.3, it can be seen that SigArticCNN shows better performance, especially with modelling the LPE signals. This supports the point that the variations related to speech sounds, to a large extent, can be attributed to the changes in the vocal tract.

Table 6.4: Effect of modelling vocal tract related signals using CNNs and AF based transfer learning on the UAR% of Styrian DID.

<table>
<thead>
<tr>
<th>Experiment</th>
<th>dev</th>
<th>test</th>
</tr>
</thead>
<tbody>
<tr>
<td>RawCNN+SP</td>
<td></td>
<td></td>
</tr>
<tr>
<td>HFVT SigCNN</td>
<td></td>
<td></td>
</tr>
<tr>
<td>LPE SigCNN</td>
<td></td>
<td></td>
</tr>
<tr>
<td>subseg-small</td>
<td>46.8</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>46.3</td>
<td>-</td>
</tr>
<tr>
<td>HFVT SigArticCNN</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Manner</td>
<td>44.2</td>
<td>-</td>
</tr>
<tr>
<td>Place</td>
<td>44.0</td>
<td>-</td>
</tr>
<tr>
<td>Height</td>
<td>45.0</td>
<td>-</td>
</tr>
<tr>
<td>Vowel</td>
<td>44.3</td>
<td>-</td>
</tr>
<tr>
<td>Fused</td>
<td>45.0</td>
<td>-</td>
</tr>
<tr>
<td>LPE SigArticCNN</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Manner</td>
<td>47.3</td>
<td>-</td>
</tr>
<tr>
<td>Place</td>
<td>45.5</td>
<td>-</td>
</tr>
<tr>
<td>Height</td>
<td>46.2</td>
<td>-</td>
</tr>
<tr>
<td>Vowel</td>
<td>45.0</td>
<td>-</td>
</tr>
<tr>
<td>Fused</td>
<td>47.0</td>
<td>35.6</td>
</tr>
</tbody>
</table>
6.2.1.4 Transfer learning without parameter adaptation

In the proposed approach (Sec. 6.1), the transfer learned parameters are fine-tuned to the task of interest. In this section, we experiment with not adapting (or freezing) these parameters and training only the final classification layer for Styrian DID. This is analogous to extracting short-time embeddings from AF networks and using them to build linear classifiers for the Styrian DID problem. Table 6.5 shows such results, where the experimental setup is identical to that of Sec. 6.1.1 except for the parameter freezing. The results suggest that updating all the parameters gives an improved classification. They also indicate that manner of articulation may carry the most distinguishable information among the other AFs for Styrian DID.

Table 6.5: Effect of AF transfer learning without parameter adaptation on the UAR% of Styrian DID.

<table>
<thead>
<tr>
<th>Experiment</th>
<th>dev</th>
<th>test</th>
</tr>
</thead>
<tbody>
<tr>
<td>Manner</td>
<td>43.8</td>
<td>-</td>
</tr>
<tr>
<td>Place</td>
<td>40.0</td>
<td>-</td>
</tr>
<tr>
<td>Height</td>
<td>42.3</td>
<td>-</td>
</tr>
<tr>
<td>Vowel</td>
<td>42.8</td>
<td>-</td>
</tr>
<tr>
<td>Fused</td>
<td>42.4</td>
<td>-</td>
</tr>
</tbody>
</table>

6.2.2 Arabic dialect identification

Here we investigate the articulatory initialisation based transfer learning in both joint feature-learner as well as MFCC front-end based approaches.

6.2.2.1 Systems

In the MFCC based approach, the architecture consists of five TDNN layers, identical to that of the initial part of the x-vector DNN as described in Sec. 4.2.2.1, followed by an output layer with a softmax. These models are trained to minimise the cross-entropy between the outputs and their corresponding frame-level AF targets using stochastic gradient descent. Transfer learning to the ADI17 task involves using the parameters of the first four layers of each of the 4 AF-DNNs to initialise another 4 corresponding DNNs. For the fusion experiment, the utterance-level feature embeddings obtained from the 4 CNNs for each utterance are concatenated and then processed through a common PLDA module.

For the raw CNN systems, the total number of parameters for each articulatory initialised model is 1.66M. Transfer learning is performed as shown in Figure 6.3. Similar to above, four CNNs were trained from the four AF CNNs. However, the fusion experiment involves averaging the posterior probabilities from the four CNNs before predicting the dialect.
6.2.2.2 Results

Tables 6.6 and 6.7 show the experimental results with the MFCC based front-end and raw speech based CNNs respectively. In both cases, when initialised using the articulatory parameters, the results are either improved or similar. However, the fusion experiments improve the results significantly, which indicates that the networks learn complementary information when initialised with the AF categories. Furthermore, a fusion of RawCNN and RawArticCNN posteriors further improves the raw speech based systems. It can also be observed that the proposed approach maintains to yield better accuracy than the MFCC based approach, even though the latter uses speed perturbation.

Table 6.6: Experimental results on MFCC-based articulatory initialisation on ADI17 task in terms of classification accuracy (%).

<table>
<thead>
<tr>
<th>Set</th>
<th>MFCC-CNN (Shon et al., 2020)</th>
<th>MFCC-TDNN (Baseline)</th>
<th>Manner</th>
<th>Place</th>
<th>Height</th>
<th>Vowel</th>
<th>Fused</th>
</tr>
</thead>
<tbody>
<tr>
<td>dev</td>
<td>83.0</td>
<td>80.68</td>
<td>80.85</td>
<td>80.94</td>
<td>80.27</td>
<td>81.01</td>
<td>82.35</td>
</tr>
<tr>
<td>test</td>
<td>82.0</td>
<td>80.81</td>
<td>80.82</td>
<td>80.87</td>
<td>80.76</td>
<td>80.72</td>
<td>82.56</td>
</tr>
</tbody>
</table>

Table 6.7: Experimental results on raw speech based articulatory initialisation on ADI17 task in terms of classification accuracy (%).

<table>
<thead>
<tr>
<th>Set</th>
<th>RawCNN</th>
<th>RawArticCNN Manner</th>
<th>RawArticCNN Place</th>
<th>RawArticCNN Height</th>
<th>RawArticCNN Vowel</th>
<th>Fusion RawCNN +RawArticCNN</th>
<th>Fused</th>
</tr>
</thead>
<tbody>
<tr>
<td>dev</td>
<td>83.2</td>
<td>83.9</td>
<td>83.3</td>
<td>83.4</td>
<td>83.0</td>
<td>85.8</td>
<td>86.9</td>
</tr>
<tr>
<td>test</td>
<td>82.0</td>
<td>82.9</td>
<td>81.3</td>
<td>81.5</td>
<td>82.2</td>
<td>84.5</td>
<td>85.3</td>
</tr>
</tbody>
</table>
6.2.3 Fluency prediction

We study (i) the use of vocal tract related LLDs features alone in the BoAW approach, and (ii) transfer-learning to implicitly model articulatory information such as place and manner of articulation.

6.2.3.1 Systems

The system related LLDs are given by Table 2.1. Transfer learning of AFs for fluency prediction involved initialising 4 corresponding CNNs from the pre-trained ones, of the same architecture (RawArticCNN) except for the final layer, and fine-tuning them with the same training procedure as above. The posterior probabilities obtained from the 4 CNNs for each utterance were averaged before classification.

6.2.3.2 Results

We can observe from the results in Table 6.8 that (i) the vocal tract related LLDs contribute the most to the correlation with human scores, and (ii) in the subsegmental raw signal modelling based systems, initialising the neural network with articulatory feature information improves its performance, most prominently with the place of articulation.

Table 6.8: Results of fluency prediction in terms of correlation coefficients, with p-values in parentheses.

<table>
<thead>
<tr>
<th>Method</th>
<th>Pearson's</th>
<th>Spearman's</th>
</tr>
</thead>
<tbody>
<tr>
<td>LLD + Functionals + SVM</td>
<td>0.338 (6e-71)</td>
<td>0.356 (4e-79)</td>
</tr>
<tr>
<td>LLD + BoAW + SVM</td>
<td>0.627 (7e-37)</td>
<td>0.641 (6e-39)</td>
</tr>
<tr>
<td>LLD (Source) + BoAW + SVM</td>
<td>0.337 (4e-10)</td>
<td>0.347 (1e-10)</td>
</tr>
<tr>
<td>LLD (System) + BoAW + SVM</td>
<td><strong>0.657</strong> (2e-41)</td>
<td><strong>0.668</strong> (2e-43)</td>
</tr>
<tr>
<td>wav2vec 2.0 + BoAW + SVM</td>
<td>0.556 (1e-27)</td>
<td>0.578 (3e-30)</td>
</tr>
<tr>
<td>RawCNN</td>
<td>subseg</td>
<td>0.431 (4e-16)</td>
</tr>
<tr>
<td></td>
<td>seg</td>
<td>0.569 (3e-29)</td>
</tr>
<tr>
<td>ZFF SigCNN</td>
<td>subseg</td>
<td>0.560 (3e-28)</td>
</tr>
<tr>
<td></td>
<td>seg</td>
<td>0.515 (2e-23)</td>
</tr>
<tr>
<td>RawArticCNN</td>
<td>Manner</td>
<td>0.497 (1e-21)</td>
</tr>
<tr>
<td></td>
<td>Place</td>
<td>0.517 (1e-23)</td>
</tr>
<tr>
<td></td>
<td>Height</td>
<td>0.489 (6e-21)</td>
</tr>
<tr>
<td></td>
<td>Vowel</td>
<td>0.416 (5e-15)</td>
</tr>
<tr>
<td></td>
<td>Fused</td>
<td>0.493 (3e-21)</td>
</tr>
</tbody>
</table>
6.2.3.3 Analysis

Fig. 6.4 shows the confusion matrices of *BoAW* and *RawArticCNN place* systems covering the different approaches. For both the systems, the predictions are centred around the true rating, indicating a systematic prediction of the speech fluency ratings, as observed in Chapter 5.
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Figure 6.4: Confusion matrices of some fluency prediction systems.

Fig. 6.5 shows the cumulative frequency responses of the first convolution layer of the different CNN-based systems. The articulatory feature initialised networks focus on low-to-mid

![Frequency Responses](image2)

Figure 6.5: Frequency responses of the first convolutional layers of some fluency prediction systems.

frequencies, which are typically modelled by CNNs that classify phones and therefore model formant related information (Palaz et al., 2019). This suggests that the initialisation of subsegmental raw speech modelling with networks trained to classify AFs helped shift the focus of the network more towards linguistic unit related information and consequently improved the performance.

6.2.4 Depression detection

Several works in the literature used linguistic resources to detect depression or improve its performance (cf. Lopez-Otero et al., 2017). In this work, we investigate whether implicitly modelling such knowledge through AF transfer learning improves the depression detection
systems.

6.2.4.1 Systems

Transfer learning involved initialising 4 corresponding CNNs from the pre-trained ones, of the same architecture (RawArticCNN) except for the final layer, and fine-tuning them with the same training procedure as above. The probability of depression obtained from the 4 CNNs from all the speakers’ segments were averaged before classification.

6.2.4.2 Results

Table 6.9 shows the results with articulatory initialisation, with performances close to random predictions and with no improvements observed.

Table 6.9: Performances of various methods on the AVEC 2016 dev set. D indicates depressed, C indicates control and O indicates the overall score by un-weighted average over the two classes. Bold font marks the best system among the proposed methods in terms of the overall F1 score.

<table>
<thead>
<tr>
<th>Experiment</th>
<th>F1 score</th>
<th>Precision</th>
<th>Recall</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>O   D   C</td>
<td>D   C</td>
<td>D    C</td>
</tr>
<tr>
<td>RawCNN - subseg</td>
<td>0.53 0.26 0.79</td>
<td>0.60 0.69</td>
<td>0.17 0.94</td>
</tr>
<tr>
<td>RawCNN - seg</td>
<td>0.57 0.57 0.57</td>
<td>0.43 0.82</td>
<td>0.82 0.43</td>
</tr>
<tr>
<td>RawArticCNN - manner</td>
<td>0.50 0.24 0.75</td>
<td>0.40 0.67</td>
<td>0.17 0.87</td>
</tr>
<tr>
<td>RawArticCNN - place</td>
<td>0.51 0.51 0.51</td>
<td>0.39 0.75</td>
<td>0.75 0.39</td>
</tr>
<tr>
<td>RawArticCNN - height</td>
<td>0.50 0.24 0.75</td>
<td>0.40 0.67</td>
<td>0.17 0.87</td>
</tr>
<tr>
<td>RawArticCNN - vowel</td>
<td>0.50 0.41 0.59</td>
<td>0.35 0.67</td>
<td>0.50 0.52</td>
</tr>
<tr>
<td>RawArticCNN - fused</td>
<td>0.50 0.24 0.75</td>
<td>0.40 0.67</td>
<td>0.17 0.87</td>
</tr>
</tbody>
</table>

6.3 Summary

In this chapter we investigated incorporating implicit articulatory linguistic knowledge in speech assessment tasks. Our investigations showed that such methods improve the performance of several raw speech modelling based assessment tasks.

Investigations on Styrian dialect identification using HFVT and LPE signals showed better performance than the existing LLD and BoAW based methods and comparable to the S2SAE based approach. Furthermore, the AF based transfer learning approach was shown to achieve better modelling when linguistic resources are unavailable. The work also showed that the vocal-tract related differences play a better role in distinguishing Styrian dialects than the voice-source, particularly in terms of the manner of articulation. Finally, the vocal tract filtering methods were shown to yield competent systems without data augmentation through
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Investigations on Arabic dialect identification revealed an improved performance using AF based transfer learning, both on MFCC and raw speech based systems. Fusion of posterior probabilities from the four systems showed clear gains, indicating that the systems modelled complementary information.

Investigations on perceived fluency prediction using non-expert ratings indicated that articulatory initialisation of subsegmental raw speech systems shifted the focus of the network and consequently improved the performance, although the predictions from segmental modelling gave better correlations with the human scores. However, vocal tract system related BoAW feature representations gave the highest correlation with the human scores.

Investigations on the depression detection task indicated no gains of using articulatory initialisation, although works such as (Lopez-Otero et al., 2017; Villatoro-Tello et al., 2021, accepted for publication) indicated performance gains by including linguistic resources at the utterance level.

In the future, it is worth investigating AF based transfer learning and subsequently modelling utterance level information in both fluency prediction and depression detection tasks.
The chapters 4, 5 and 6 mainly dealt with raw signal modelling and approaches of incorporating implicit knowledge related to the vocal tract/source and linguistic information for several speech assessment tasks. In this chapter, we focus on explicitly incorporating linguistic segment level information in the training of phone posterior probability estimator neural networks that are used in automatic speech intelligibility assessment. We investigate whether such training helps improve the objective estimation of human-rated intelligibility. Since such artificial neural networks (ANNs) are also used in hybrid hidden Markov model (HMM) based HMM/ANN automatic speech recognition (ASR) systems, we also investigate whether such training improves the ASR performance. It is worth noting that the approaches that will be discussed apply to both automatic feature learning based and handcrafted feature based systems. Thence, we do not particularly emphasise on directly modelling raw signals of speech hereafter.

The rest of the chapter is organised as follows. We first elaborate on intelligibility assessment using phone posterior probability features. Since the ANNs employed in this approach are trained on ASR objective, we review briefly the background on hybrid HMM/ANN ASR system training. We then establish a link between the estimation of linguistic unit level confidences and the training of ANNs, which leads to a new approach that incorporates segment level confidence measures in the ANN training. We investigate the application of such training methods to see the impact on the ASR performance. We then introduce the problem of speech intelligibility assessment in dysarthric speech and review a recently proposed utterance verification approach to it. We then investigate the application of linguistic segment level confidence based ANN training in dysarthric speech assessment. Finally we summarise our findings.
7.1 Posterior feature based intelligibility assessment

Let $Y = \{ y_j \}_{j=1}^J = \{ y_1, \ldots, y_j, \ldots, y_J \}$ be a sequence of length $J$, where $y_j = [y_j^1, y_j^2, \ldots, y_j^D]$ denotes the phone posterior probability feature vector of a reference utterance at time $j$, and $D$ denotes the number of phones. Similarly, let $Z = (z_t)_{t=1}^T$, where $z_t = [z_t^1, z_t^2, \ldots, z_t^D]$ denotes the phone posterior feature vector of a test utterance at time frame $t$. As illustrated in Fig. 7.1, the representations $Y$ and $Z$ are obtained by employing an ANN acoustic model that takes feature representations as input. In order to measure how close the test utterance is to the reference, dynamic programming is performed, where the local score $\gamma_{j,t}$ is computed as

$$\gamma_{j,t} = KL(y_j \parallel z_t) = \sum_{d=1}^D y_{j}^d \log \left( \frac{y_{j}^d}{z_{t}^d} \right). \quad (7.1)$$

A cumulative score at $\Gamma_{j,t}$ can be recursively computed as

$$\Gamma_{j,t} = \gamma_{j,t} + \min \left( \Gamma_{j,t-1}, \Gamma_{j-1,t}, \Gamma_{j-1,t-1} \right), \quad (7.2)$$

to obtain the final score $\Gamma_{j,T}$. This, normalised by the path length, yields a measure $\hat{\Gamma}_{j,T}$ of intelligibility; the lower the score, the better the intelligibility. In other words, $\hat{\Gamma}_{j,T} = \hat{\Gamma}(Y,Z)$ indicates how close the test utterance is – in terms of its phonetic content – to the reference utterance.
Incorporating linguistic segment level information

Chapter 7

7.2 Background on ASR and the ANN training in hybrid systems

The ANN discussed in Sec. 7.1 is typically trained in an ASR system scenario, where speech signals are converted into sequences of words or text. This section provides a background of training such networks.

In HMM based ASR (Rabiner, 1989), the likelihood of an HMM state \( q_t \) at the time frame \( t \), labelled \( l^i \), is estimated (Rasipuram & Magimai-Doss, 2015) as:

\[
p(x_t | q_t = l^i) = \sum_{d=1}^{D} p(x_t, a^d | q_t = l^i)
\]

\[
= \sum_{d=1}^{D} P(a^d | q_t = l^i) \cdot p(x_t | a^d, q_t = l^i) \quad (7.3)
\]

\[
= \sum_{d=1}^{D} P(a^d | q_t = l^i) \cdot p(x_t | a^d) , \quad (7.4)
\]

where \( x_t \) denotes the acoustic feature observation at \( t \), \( l^i \in \{1, \ldots, I\} \) and \( \{a^d\}_{d=1}^{D} \) denotes a set of acoustic units. Eqn. (7.4) results from the assumption that \( x_t \perp q_t | a^d \). In the case of a context dependent subword unit based ASR system, \( I \) is the number of context-dependent subword units; \( D \) is the number of clustered context-dependent states; and the vector \( \{P(a^d | q_t = l^i)\}_{d=1}^{D} \) is either a Kronecker delta distribution or a soft distribution depending upon whether the relationship between \( a^d \) and state \( q_t = l^i \) is deterministic or probabilistic (Rasipuram & Magimai-Doss, 2015). In standard HMM-based ASR systems this relationship is deterministic given the state tying decision tree, i.e. if \( l^i \rightarrow a^d \) then \( P(a^d | q_t = l^i) = 1 \) and \( P(a^d | q_t = l^i) = 0 \) \( \forall d \neq d' \). \( p(x_t | a^d) \) can be estimated either using Gaussian mixture models (GMM) or using artificial neural networks (ANN). In the case of ANNs, \( p(x_t | a^d) \) is estimated as a scaled-likelihood \( p_{sl}(x_t | a^d) \) (Bourlard & Morgan, 1994):

\[
p_{sl}(x_t | a^d) = \frac{p(x_t | a^d)}{p(x_t)} = \frac{P(a^d | x_t)}{P(a^d)} , \quad (7.5)
\]

where \( P(a^d | x_t) \) denotes the posterior probability of the acoustic unit \( a^d \) estimated by the ANN and \( P(a^d) \) is its prior probability.

The current section focuses on the training of the ANNs to estimate \( P(a^d | x_t) \). The ANN can be trained using embedded Viterbi expectation-maximisation (EM) algorithm. In the expectation step (E-step), given the current neural network, an alignment between the HMM state sequences and the acoustic feature sequences is obtained. In the maximisation step (M-step), given the alignment, a new neural network is trained. In practice, to reduce the training time, the alignments are typically obtained using an HMM/GMM system and the M-step is carried out once (Dahl et al., 2012; Hinton et al., 2012).

Although the alignment is obtained by imposing a sequence structure, the ANN is trained
using an individual frame-level discriminative criterion, viz. cross-entropy (CE). This training criterion corresponds to a maximum mutual information (MMI) estimation of parameters in terms of classifying phones (Bridle, 1990). However, this may be sub-optimal since the sequence structure in the data is being ignored. One class of methods which can address this limitation is segmental models (Ostendorf et al., 1996), where the HMM states emit segments instead of frames. These ideas have been used in ANN- and deep learning based models. Such methods often depend on the availability of segment boundaries in the data, and thus require an additional complexity to determine and handle variable length segments both during training and decoding. We mention a few examples among numerous works in the literature here. Austin et al. (1991) converted segments into fixed length segments by sampling the segments linearly. This requires an additional rescoring process during decoding after the first pass, since an initial segmentation is unavailable during real-time testing. Abdel-Hamid et al. (2013) use similar sampling methods to carry out training, but expensively loop over multiple possible segment boundaries during decoding. Zweig and Nguyen (2009) used a conditional random field based backend to combine outputs at multiple segment levels. Kong et al. (2016) used a recurrent architecture and Beck et al. (2018) used an encoder-decoder based framework. Another class of methods that handle segments of speech together are sequence discriminative training (SDT) (Povey et al., 2016; Veselý et al., 2013) methods, where the training objectives are computed at sequence levels, while keeping the model complexity unaltered.

### 7.3 Proposed segmental training approach

In this section, we first establish a link between the estimation of linguistic unit level confidences using $P(a^d|x_t)$ (Bernardis & Bourlard, 1998; Williams & Renals, 1999) and the training of neural networks. Through this link we propose a segment-level training paradigm that requires no architectural changes or sophistication, and can be envisaged as a maximisation of segment- or linguistic unit level confidences. In other words, it can be viewed as the maximisation of the match between linguistic units and segments of acoustic feature observations.

In ASR related applications, confidence measures are used to measure how well an acoustic observation sequence $X = (x_t)_{t=1}^T = (x_1, \ldots, x_t, \ldots, x_T)$ and a word hypothesis $W = (w_r)_{r=1}^R$ match, given the trained parameters of the system. In a similar vein, the training of the ANN for ASR can be posed as finding the parameters that maximise the match between between $X$ and $W$. In both cases, matching $X$ and $W$ is a common factor; where the higher the confidence, the better the match. Given this understanding, in this section we show that confidence measures based on “local posterior” probability estimates $P(a^d|x_t)$ can naturally serve as objective functions for a segment-level training of the ANNs.
### 7.3.1 Segment-level confidence estimation from local posteriors

Let \( W = (w_r)^R_{r=1} \) constitute a sequence of phones \( (p \phi_k)^K_{k=1} \), and further constitute a sequence of sub-phonemic HMM states \( (s_j)^J_{j=1} \) as defined by the topology. In the framework of acceptor HMMs (Bourlard & Morgan, 1994; Williams & Renals, 1998), various confidence measures based on local posterior probability estimates have been proposed. Specifically, given an alignment between \( X \) and \( W \) and the local posterior probability estimates, one of the methods to estimate the HMM state level confidence \( CM(s_j) \) is by rescoring the state segment \( s_j \) as

\[
CM(s_j) = \frac{\sum_{t=b(s_j)}^{e(s_j)} \log \left( P(q_t = l^j | x_t) \right)}{e(s_j) - b(s_j) + 1},
\]

where \( l^j \) is its label, and \( b(s_j) \) and \( e(s_j) \) denote its beginning and end frames respectively. This is computed, given the one-to-one map between the state \( l^j \) and the set of acoustic units \( \{a^d\}^D_{d=1} \). In other words, if \( l^j \rightarrow a^d \) then

\[
CM(s_j) = \frac{\sum_{t=b(s_j)}^{e(s_j)} \log \left( P(a^d | x_t) \right)}{e(s_j) - b(s_j) + 1}.
\]

A word level confidence \( wCM(w_r) \) for the word \( w_r \) constituting the state sequence \( (s_{j+m})^M_{m=1} \) can be further estimated as (Bernardis & Bourlard, 1998)

\[
wCM(w_r) = \frac{1}{M_{w_r}} \sum_{m=1}^{M_{w_r}} CM(s_{j+m}),
\]

where \( M_{w_r} \) is the number of states in \( w_r \).

Let \( y^d_{s_j} = P(a^d | q_t = l^j) \); then the vector \( y_{s_j} = (y^d_{s_j})^D_{d=1} \) describes the mapping from \( s_j \) to \( \{a^d\}^D_{d=1} \). As illustrated in Fig. 7.2, this mapping is typically defined by the state tying decision tree. In other words, the sequence \( (s_j)^J_{j=1} \) that corresponds to a word hypothesis is mapped to

**Figure 7.2: Estimating state confidences from local posterior probabilities.**
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![Diagram of training from state level confidence scores.]

Figure 7.3: Training from state level confidence scores.

\( Y = \{y_j\}_{j=1}^{J}. \) Similarly, let \( z_t^d = P(a^d|x_t) \); then the vector \( z_t = (z_t^1, \ldots, z_t^D) \) denotes the output of the ANN at the time frame \( t \) and we can define the sequence \( Z = (z_t^1)_{t=1}^T \) that corresponds to an acoustic observation. Without loss of generality, the estimation of confidence by rescoring can be expressed as a matching of the two posterior probability sequences \( Y \) and \( Z \) with a local cost based on Kullback-Leibler divergence \( KL \left( y_{s_j} \parallel z_t \right) \). More precisely,

\[
CM(s_j) = \frac{\sum_{l=b(s_j)}^{e(s_j)} - KL \left( y_{s_j} \parallel z_t \right)}{e(s_j) - b(s_j) + 1}. \tag{7.9}
\]

It can be verified that, as \( y_{s_j} \) is a Kronecker delta distribution given \( s_j \to d' \), \( KL \left( y_{s_j} \parallel z_t \right) \) reduces to cross entropy \( -\log \left( P(a^{d'}|x_t) \right) \).

It is worth mentioning that Eqn. (7.9) can be generalised further to the case when \( y_{s_j} \) is a soft distribution, as computing the KL-divergence between two probability distributions is equivalent to hypothesis testing (Blahut, 1974; Eguchi & Copas, 2006). Indeed such confidence measures have been employed earlier for utterance verification (Ullmann, Rasipuram, et al., 2015) and for non-native speech assessment (Rasipuram & Magimai-Doss, 2015) tasks.

Given this understanding, it is also worth reviewing that the posterior feature matching described in Sec. 7.1 finds an alignment between the reference acoustic feature sequence and the test sequence. Similarly, the E-step in the ASR system training finds an alignment between a given HMM state sequence and the corresponding acoustic feature sequence. If the ASR E-step uses the \( Y \) estimated from an acoustic reference for computing alignment using KL divergence local cost, this can be seen as utilising soft targets, and therefore, relaxing the HMM transition constraints makes it identical to the posterior feature matching described in Sec. 7.1.
7.3.2 Segment-level training of the ANNs based on confidence measures

Given the segmentation of the training data, the ANN training is treated as a separate classifier training, by one hot encoding of the targets and minimising a frame level cross entropy criterion

\[ E_f(t) = \mathbb{KL}(\gamma_d \parallel z_t) = - \log \left( P(a^d|x_t) \right), \quad (7.10) \]

where \( \gamma_d \) is a Kronecker delta distribution based on a one-hot encoding and \( z_t \) is the output of the ANN. From this perspective, given the pairs of input features and their target classes as tuples, there is no difference in the training mechanism whether one wants to classify phones, speakers, images, text or so on. This is a non-segmental way to train ANNs.

On the contrary, given the understanding from section 7.3.1, the ANN training for hybrid HM-M/ANN ASR can be formulated as finding the parameters that increase the match between the observation sequences and the sequence of states or segments. More precisely, as illustrated in Fig. 7.3, the error function can be based on rescoring of the segments, i.e. based on confidence measures. It is important to mention that whilst the notion of one-hot-encoding of the targets comes from a pattern classification point of view, in our formulation one-hot-encoding results from the one-to-one mapping between the states and \( \{a^d\}_{d=1}^D \). As discussed earlier the targets can be soft, i.e. the map between the states and \( \{a^d\}_{d=1}^D \) can be probabilistic. Furthermore, as shown earlier as well as in the literature, the cross entropy error criterion emerges from KL-divergence with the target distributions being Kronecker delta distributions (Makhoul, 1991). In the case of soft targets, it corresponds to an additional entropy term of the target distributions, that remains constant with respect to the ANN parameters, and thus makes no difference in the training.

In the case where the segments represent HMM states, a state-level error function \( E_s(s_j) \) that can be defined to minimise in a stochastic gradient descent training is

\[ E_s(s_j) = -CM(s_j) = \frac{\sum_{t=b(s_j)}^{e(s_j)} \mathbb{KL}(y_{s_j} \parallel z_t)}{e(s_j) - b(s_j) + 1}, \quad (7.11) \]

while in the case where the segments represent phone units, a phone-level error function \( E_{ph}(ph_k) \) that is minimised can be based on Eqn. (7.8):

\[ E_{ph}(ph_k) = \frac{1}{N_{ph_k}} \sum_{n=1}^{N_{ph_k}} E(s_{j+n}), \quad (7.12) \]

where the phone \( ph_k \) constitutes \( N_{ph_k} \) states: \( (s_{j+1}, \ldots, s_{j+N_{ph_k}}) \).
7.3.3 Segment-level training of the ANNs based on subsampling

The previous section established that the conventional cross-entropy is linked to the frame-level confidence measure

\[
CM_f(s_j, t) = -E_f(t) = -\mathbb{KL}(y_{s_j} \parallel z_t),
\]

and that the state-level confidence measure can be derived from these frame-level confidences

\[
CM(s_j) = \sum_{t=b(s_j)}^{e(s_j)} CM_f(s_j, t) / (e(s_j) - b(s_j) + 1).
\]

For each phone state \(s_j\), its constituent frame level confidences \(CM_f(s_j, t)\) can be interpreted as sample estimates of the overall segment's confidence measure \(CM_s(s_j)\). Thus a new confidence measure \(CM_{ss}(s_j)\) can be defined by drawing a sample uniformly (denoted as \(U[\text{⋅}]\)) from the frame level confidence scores within the state:

\[
CM_{ss}(s_j) \sim U\{CM_f(s_j, t); t = b(s_j)...e(s_j)\}.
\]

It is straightforward to verify that

\[
E[CM_{ss}(s_j)] = CM_s(s_j),
\]

where \(E[\text{⋅}]\) denotes expectation. In practice, for a given linguistic segment, the sampling is performed at each epoch of the ANN training. Since the training process consists of several epochs, the error function \(E_{ss}(s_j) = -CM_{ss}(s_j)\) yields a similar ANN as that of \(E_s(s_j)\). Training with \(E_{ss}(s_j)\) implies that the frame level confidence need not be computed for every frame in the linguistic segment, but instead for a single frame that is drawn from the segment in each epoch. Thus the training time reduces by the expected number of frames per linguistic...
segment in the given corpus. The training process is illustrated in Fig. 7.4. Similar to above, we can also define a phone-level loss based on the proposed state level loss:

\[ E_{ssph}(ph_k) = \frac{1}{N_{ph_k}} \sum_{n=1}^{N_{ph_k}} E_{ss}(s_{j+n}) \]  

(7.17)

where the phone \( ph_k \) constitutes \( N_{ph_k} \) states: \( s_{j+1}, \ldots, s_{j+N_{ph_k}} \).

7.4 Experimental validation on ASR task

In this section, we investigate the effect of the proposed segment level ANN training on ASR and phone recognition performances.

7.4.1 Systems

We conducted ASR experiments on Mediaparl (Imseng et al., 2012) and AMI (Carletta et al., 2005) data sets. We performed studies on both the M-DE and M-FR parts of the data set. We followed the protocols set by Imseng et al. (2012) for their data preparation, pronunciation lexicon selection and language model (LM) building. We conducted the studies on the IIM data set. We conducted phone recognition studies on TIMIT corpus (Garofolo et al., 1993). We followed the standard Kaldi protocols for AMI and TIMIT. Table 7.1 provides a description of the experimental setup for all the data sets. We built ASR systems using Kaldi toolkit and Keras/Tensorflow tools. We used 39 dimensional Mel frequency cepstral coefficients (MFCC), \( C_0 - C_{12} + \Delta + \Delta \Delta \), as the acoustic feature observations. AMI and TIMIT used the default speaker-level cepstral mean and variance normalisation (CMVN) in Kaldi setup, while M-DE and M-FR used an utterance-level CMVN.

The alignments for the training of ANNs were obtained using Kaldi pipeline, by first building mono-tri3 HMM/GMMs and then building subspace GMM (SGMM) systems, which operate in three passes for decoding and alignment. The number of clustered context-dependent states for AMI, M-DE, M-FR and TIMIT were 4490, 2282, 2265 and 2112 respectively. The alignments for each data set was obtained from its corresponding SGMM system. For AMI, it is worth mentioning that the SGMM system development and the subsequent ANN training were carried out on the 70.2 hour subset of data with clean segmentation.
Table 7.2: Eval set WER on AMI, M-DE and M-FR corpora, and PER on TIMIT.

<table>
<thead>
<tr>
<th>Err function</th>
<th>$E_f$</th>
<th>$E_s$</th>
<th>$E_{ph}$</th>
<th>$E_{ss}$</th>
<th>$E_{ssph}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>AMI</td>
<td>32.4</td>
<td>30.5</td>
<td><strong>30.4</strong></td>
<td>30.4</td>
<td>30.5</td>
</tr>
<tr>
<td>+sMBR</td>
<td>30.4</td>
<td>28.4</td>
<td>28.4</td>
<td><strong>28.1</strong></td>
<td>28.3</td>
</tr>
<tr>
<td>M-DE</td>
<td>20.5</td>
<td>19.9</td>
<td>19.6</td>
<td>19.7</td>
<td><strong>19.4</strong></td>
</tr>
<tr>
<td>+sMBR</td>
<td>19.7</td>
<td>18.7</td>
<td>19.0</td>
<td><strong>18.3</strong></td>
<td>18.7</td>
</tr>
<tr>
<td>M-FR</td>
<td>21.8</td>
<td>20.8</td>
<td><strong>20.4</strong></td>
<td>20.8</td>
<td>20.6</td>
</tr>
<tr>
<td>+sMBR</td>
<td>20.6</td>
<td><strong>18.9</strong></td>
<td>19.0</td>
<td>19.1</td>
<td>19.0</td>
</tr>
<tr>
<td>TIMIT</td>
<td>22.3</td>
<td><strong>21.2</strong></td>
<td>21.3</td>
<td>21.5</td>
<td>21.5</td>
</tr>
</tbody>
</table>

For each data set, we trained three deep neural networks (DNNs) corresponding to the three error functions $E_f$, $E_s$ and $E_{ph}$. All the DNNs had three hidden layers with 1024 units with rectified linear activations in each hidden layer. The input to the DNNs were 13 dimensional MFCCs with five frames each in the preceding and the following context and with $\Delta + \Delta \Delta$, i.e. 429 dimensional feature input. The training was based on stochastic gradient descent with a decaying learning rate. Post this training, we also used a standard sequence discriminative training, viz. state-level minimum Bayes risk (sMBR), for AMI, M-DE and M-FR corpora.

In the decoding process, the priors $P(a^d)$ in Eqn. (7.5) were estimated from the state segment counts rather than from the frame label counts.

7.4.2 Results

Table 7.2 shows the word error rates (WER) on AMI, M-DE and M-FR corpora and phoneme error rate (PER) for TIMIT corpus. +sMBR row presents the performance with an additional sMBR training. It can be observed that the proposed trainings outperform $E_f$ based training. It is interesting to observe that, across all the three data sets, the proposed trainings yield performances comparable to the $E_f$ based training followed by sMBR.

7.4.3 Analysis

This section presents an analysis of the proposed approach.

7.4.3.1 Generalisation to different architectures and front-ends

The proposed segment-level training approach does not presume any particular feature, front-end processing or ANN architecture. Nevertheless, a question that arises is whether the observations made in the previous section generalise across different architectures and front-ends. To investigate this, we conducted two ASR studies:
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1. Training systems on the AMI data set with feature-space maximum likelihood linear regression (fMLLR) speaker transform based features and 25-frame splicing, concatenated with speaker-level iVectors, modelled with DNNs comprising six hidden layers with 2048 units each, and trained with dropout on speed-perturbed data. Table 7.3 presents the performance with the three error functions and with sMBR, as done before, in terms of WER.

<table>
<thead>
<tr>
<th>Error function →</th>
<th>$E_\text{f}$</th>
<th>$E_s$</th>
<th>$E_{\text{ph}}$</th>
<th>$E_{ss}$</th>
<th>$E_{ssph}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>AMI</td>
<td>27.3</td>
<td>26.0</td>
<td>26.4</td>
<td>26.8</td>
<td>27.2</td>
</tr>
<tr>
<td>+sMBR</td>
<td>25.1</td>
<td>23.9</td>
<td>24.1</td>
<td>24.5</td>
<td>24.7</td>
</tr>
</tbody>
</table>

2. Training convolutional neural network (CNN) based systems that take raw speech as input (Palaz et al., 2013) on the M-DE data set. The CNN-based systems comprised four convolutional layers followed by three fully connected hidden layers with 1024 units each. Table 7.4 presents their performances in terms of WER.

<table>
<thead>
<tr>
<th>Error function →</th>
<th>$E_\text{f}$</th>
<th>$E_s$</th>
<th>$E_{\text{ph}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>M-DE</td>
<td>20.8</td>
<td>19.6</td>
<td>19.3</td>
</tr>
</tbody>
</table>

In both the studies, the proposed trainings of the ANNs consistently yield better systems than $E_\text{f}$ based training.

7.4.3.2 Effect of the segment duration normalisation

Different phones can have different durations; this can vary due to reasons such as the type of speech or speakers, for e.g. read versus spontaneous speech, native versus non-native speakers, etc. Also, the lengths of the silence portions can vary, for instance due to variations in a preceding voice activity detector’s performance. Such differences in the durations of segments could affect the ANN training. Error functions $E_s$, $E_{\text{ph}}$, $E_{ss}$ and $E_{ssph}$ inherently normalise the durations of the segments, and thus may handle their variations better.

To investigate this, we first simulated a study on the TIMIT corpus, where silence was artificially added at the beginning and the end of each utterance. We considered two cases: (a) two seconds of silence is added at both the ends (4s/utt) and (b) five seconds silence is added at both the ends (10s/utt). We trained three hidden layer DNNs corresponding to $E_\text{f}$ and the segment-level error functions, as done earlier. Table 7.5 presents the results in terms of PER, when tested on silence-added utterances. It can be observed that, when trained with $E_\text{f}$, the phone recognition performance drastically degrades as the silence length increases at both
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the ends of the utterances, while when trained with the proposed approaches, the drop in the performance is significantly less. Investigating the ability to handle phone duration variations is part of our future work.

Table 7.5: PER on TIMIT corpus for the effect of segment duration normalisation study. 4s/utt and 10s/utt denote the addition of 2 seconds silence and 5 seconds of silence respectively at both the ends of the utterance.

<table>
<thead>
<tr>
<th>Error function →</th>
<th>$E_f$</th>
<th>$E_s$</th>
<th>$E_{ph}$</th>
<th>$E_{ss}$</th>
<th>$E_{ssph}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>TIMIT 4s/utt</td>
<td>23.0</td>
<td>22.0</td>
<td>21.8</td>
<td>22.2</td>
<td>21.5</td>
</tr>
<tr>
<td>TIMIT 10s/utt</td>
<td>35.6</td>
<td>22.7</td>
<td>22.5</td>
<td>22.8</td>
<td>22.3</td>
</tr>
</tbody>
</table>

To investigate the ability to handle phone duration variations, we conducted the second study with emotional data, since emotion can alter the duration of syllables, pauses and speaking rate. In this study on emotional prosody corpus (EPC) (Liberman et al., 2002), all the utterances were decoded using the models trained on AMI corpus, keeping the same pronunciation lexicon and the language model that were used on the AMI decoding experiments. Results in Table 7.6 indicate that (i) segment-level training helps in improving the WER of emotional data, as compared to frame-level training, and (ii) a further SDT does not improve the results.

Table 7.6: Performance (WER) on EPC data set.

<table>
<thead>
<tr>
<th>Error function →</th>
<th>$E_f$</th>
<th>$E_s$</th>
<th>$E_{ph}$</th>
<th>$E_{ss}$</th>
<th>$E_{ssph}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>EPC CE</td>
<td>49.9</td>
<td>46.1</td>
<td>46.0</td>
<td>46.4</td>
<td>45.6</td>
</tr>
<tr>
<td>+sMBR</td>
<td>58.5</td>
<td>47.7</td>
<td>46.4</td>
<td>48.8</td>
<td>45.8</td>
</tr>
</tbody>
</table>

7.4.3.3 Differences in posterior estimation between frame- and segment-level models

The proposed loss function $E_{ss}$ utilises an instantaneous confidence measure $CM_{ss}$ that is similar to $CM_{s}$, as given by Eqn. (7.16), but different from the existing measure $CM_{f}$. To experimentally validate this point, we conducted a study by estimating the posterior probabilities from these systems and comparing them using symmetric KL divergence measure averaged per frame. Table 7.7 shows the comparison on AMI dev set, which shows that $E_s$ and $E_{ss}$ are closer to each other than they are from $E_f$.

Table 7.7: Symmetric KL divergence per frame on AMI dev set.

<table>
<thead>
<tr>
<th>Systems →</th>
<th>$E_f - E_s$</th>
<th>$E_f - E_{ss}$</th>
<th>$E_s - E_{ss}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>AMI</td>
<td>1.95</td>
<td>2.00</td>
<td>1.24</td>
</tr>
</tbody>
</table>
7.4.3.4 Analysis of the training time

The segment-level cost functions require an additional computational overhead of preparing batches in segments. However, as mentioned in Sec. 7.3.2, the $E_{ss}$ loss reduces the computations required for training. To verify this, we measured the time taken for training the ANNs on the TIMIT corpus. All the trainings used the same memory settings, drivers and compute capabilities on identical GeForce GTX1080TI machines. Despite the overhead, Table 7.8 shows that $E_{ss}$ achieved faster training than others, including $E_f$.

<table>
<thead>
<tr>
<th>Error function →</th>
<th>$E_f$</th>
<th>$E_s$</th>
<th>$E_{ph}$</th>
<th>$E_{ss}$</th>
<th>$E_{ssph}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Seconds per epoch</td>
<td>34</td>
<td>62</td>
<td>199</td>
<td><strong>15</strong></td>
<td>47</td>
</tr>
<tr>
<td>Number of epochs</td>
<td>29</td>
<td>35</td>
<td>40</td>
<td>36</td>
<td>39</td>
</tr>
</tbody>
</table>

7.5 Validation on intelligibility assessment

The previous section showed that the proposed segment-level training improves the ASR task. In this section, we investigate the proposed approach on dysarthric speech intelligibility assessment.

Speech intelligibility of a speaker with dysarthria can be automatically assessed by measuring the percentage of words correctly spoken by the speaker. This is similar to isolated word pronunciation test in a clinical setting, where a speaker with dysarthria pronounces a set of isolated words, and the speech intelligibility is measured as the percentage of these words that are correctly identified by human listeners (ASHA, 2021; Duffy, 2012; Kent et al., 1989a). Building upon the comparison of phone posterior probabilities as discussed in Sec. 7.1, below is the approach, first proposed by Fritsch and Magimai.-Doss, 2021.

7.5.1 Intelligibility assessment for speakers with dysarthria

Let the intelligibility test constitute $R$ words to be tested for the given speaker with dysarthria, i.e. $W_r \in \{W_1, \ldots, W_R\}$. Let $Z_r$ denote an acoustic representation of the test speaker’s utterance corresponding to the word $W_r$. For each such word, there is a pre-defined set of $K$ reference utterances spoken by $K$ control (i.e. healthy) speakers containing the same word. Let $\{Y_r^{(k)}; k = 1 \cdots K\}$ denote the corresponding set of reference acoustic representations. Each pair of the posterior probability sequences $\langle Y_r^{(k)}, Z_r \rangle$ is compared using the approach described in Sec. 7.1 and a distance $\hat{\Gamma}(Y_r^{(k)}, Z_r)$ is computed. The comparison of such probability distributions, discussed in Sec. 7.1, using KL-divergence or other measures such as Bhattacharya distance, is equivalent to hypothesis testing and yields an estimate of the log-likelihood ratio (Blahut, 1974; Kailath, 1967). In this case, since $\hat{\Gamma}(Y, Z)$ is computed over the phone posterior probability
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space, it corresponds to the log-likelihood ratio of whether the two utterances differ in their phone sequence content or not. Therefore, a threshold $\tau$ can be employed over the score $\hat{\Gamma} (Y, Z)$ to verify whether the two utterances have the same phone sequence. The word $W_r$ is decided to be correctly recognised when at least half of the $K$ comparisons yield favourable outcomes, i.e. that they are the same word. The percentage of the correctly recognised words among the total $R$ gives the speaker’s objective intelligibility score. This approach is summarised in Algorithm 1.

**Algorithm 1: Objective intelligibility score estimation**

Set number of words correctly identified $N = 0$;

for $r \leftarrow 1 \text{ to } R$ do

Set word vote $V = 0$;

for $k \leftarrow 1 \text{ to } K$ do

Compute the score of match $\hat{\Gamma} \left(Y_r^{(k)}, Z_r\right)$;

if $\hat{\Gamma} \left(Y_r^{(k)}, Z_r\right) < \tau$ then

$V \leftarrow V + 1$;

end

if $V \geq \frac{K}{2}$ then

$N \leftarrow N + 1$;

end

end

Result: Intelligibility $= \frac{N}{R} \times 100\%$

$\tau$ is determined in the following manner:

1. Creating same word utterance pairs from the control speakers data, matching them and obtaining a distribution of global match score for the same word hypothesis;

2. Creating different word utterance pairs from the control speakers data, matching them and obtaining a distribution of global match score for NOT the same word hypothesis; and

3. Determining the threshold at the intersection of the two distributions.

### 7.5.2 Systems

We use the above approach to evaluate the segment-level training methods on dysarthric speech intelligibility assessment, using UA-Speech database (Kim et al., 2008). Sec. 3.2.5 gives information on the data set. The threshold $\tau$ was obtained for each of the posterior spaces using all the data from the $K = 13$ control speakers. The number of words tested was $R = 765$. The acoustic models trained on the AMI corpus were used to extract the clustered context dependent phone posteriors, which were then marginalised to get the monophone posteriors.
7.5.3 Results

Table 7.9: Performance of segment-level training on dysarthric speech intelligibility assessment in terms of correlations.

<table>
<thead>
<tr>
<th></th>
<th>Pearson's (p-value)</th>
<th>Spearman's (p-value)</th>
</tr>
</thead>
<tbody>
<tr>
<td>P-ESTOI (Janbakhshi et al., 2019b)</td>
<td>0.94</td>
<td>0.94</td>
</tr>
<tr>
<td>$E_f$ (Fritsch &amp; Magimai.-Doss, 2021)</td>
<td>0.950 (5.52e-8)</td>
<td>0.957 (2.29e-8)</td>
</tr>
<tr>
<td>$E_s$</td>
<td>0.954 (3.63e-8)</td>
<td>0.952 (4.88e-8)</td>
</tr>
<tr>
<td>$E_{ph}$</td>
<td>0.965 (6.50e-9)</td>
<td><strong>0.966</strong> (5.15e-9)</td>
</tr>
<tr>
<td>$E_{ss}$</td>
<td><strong>0.968</strong> (3.78e-9)</td>
<td>0.948 (7.70e-8)</td>
</tr>
<tr>
<td>$E_{ssph}$</td>
<td>0.964 (7.11e-9)</td>
<td><strong>0.966</strong> (5.15e-9)</td>
</tr>
</tbody>
</table>

Table 7.5.3 shows the results, including two baseline results for comparison: P-ESTOI method of Janbakhshi et al. (2019b), a spectral feature based intelligibility estimation method that uses DTW, and $E_f$ evaluated by Fritsch and Magimai.-Doss (2021) using ANN trained on Switchboard conversational telephone speech corpus. It can be seen that the proposed segment level training methods yield objective intelligibility scores that are consistently more correlated with the human scores than those from the frame-level training.

7.6 Summary

This work investigated incorporating linguistic segment level confidences into the training of ANNs used for intelligibility assessment and in hybrid HMM/ANN ASR. Through experimental studies on both intelligibility assessment and ASR, we showed that such segment level trainings of ANNs yield better correlations of dysarthric speech intelligibility with human scores, as well as better ASR systems. In the case of ASR, these gains in the performances are also sustained with sequence discriminative training. Furthermore, we demonstrated that the proposed segment level training approaches (a) are generalisable across model architectures and front-ends, and (b) lead to systems that are robust to duration variations. Finally, we showed that the subsampling based error function $E_{ss}$ is closer to the segment-level error function $E_s$ than the frame level cross-entropy function, and trains faster than all the methods evaluated.
Speech pseudonymization and its assessment

The previous chapters focused on assessing several aspects of speech. However, as introduced in Chapter 1, it may be desirable to first modify some components of speech and then make an assessment. This chapter deals with one such scenario, viz. preserving the speaker’s privacy in speech. The rest of the chapter is organised as follows. Section 8.1 provides an introduction to speech privacy and presents an overview of the key contributions, Section 8.2 describes the signal processing approach to anonymization developed for adjustable deterministic pseudonymization of speech. Section 8.3 describes the listening experiments conducted using human listeners. The experimental setup for the 2020 VoicePrivacy Challenge and the results are described in Section 8.4. Section 8.5 describes additional analysis in terms of intelligibility measurement based on dynamic time warping (DTW), formant measurement in pseudonymized speech and experiments on dysarthria prediction. Section 8.6 presents a discussion and Section 8.7 presents a summary.

8.1 Introduction

The availability of large speech corpora in combination with advanced statistical techniques improved speech technology tremendously (Ardila et al., 2019; Ning et al., 2019; Panayotov et al., 2015; Zhang et al., 2017). But speech recordings pose a possible privacy risk. More and more resources of speech data are shared on public platforms each day. While personally identifiable information such as name, age etc. of the speaker can be easily hidden, speech itself remains as a personal identifier of the speaker. With the increased use of speaker verification technologies, sensitive information related to speakers could be extracted from their speech and lead to harm (Korshunov & Marcel, 2017; Kucur Ergunay et al., 2015). This is especially true when the speakers have medical conditions, are minors, or the spoken content is sensitive. But these are also groups that might benefit from improvements in speech technology tailored to their needs.

The privacy risks resulting from sharing speech recordings would be mitigated if the probability of speaker (re-)identification could be reduced while retaining useful linguistic and
paralinguistic features. Speech anonymization methods, thus, aim at decoupling the hazardous identity of the speaker from the interesting linguistic and paralinguistic aspect of the speech. That is, anonymization removes the information about who spoke it from the speech while preserving what was spoken and how it was spoken. The “perfect” anonymization procedure would correspond to having the spoken text read by another speaker in the exact same manner. And some current speech anonymization applications work using components of a speech recogniser coupled to a neural network based speech synthesizer (Fang et al., 2019; Mawalim et al., 2020). However, such an approach only preserves the verbal content of the speech, and at best some of the prosodic aspects. Such an approach may not be able to preserve paralinguistic features of interest, such as the expressed emotions, articulation changes depending on the speaking skills or pathological conditions etc., and in general may not preserve the linguistic detail. Thus, such an anonymization may not be useful in scenarios, such as (i) patients with dysarthria uploading their speech for evaluation, (ii) children or language learners submitting their utterances for evaluation, where preserving paralinguistic information is important. An alternate way could be to use signal-processing approaches that directly alter the spectral properties of the original utterance for anonymization based on prior knowledge. Such an approach that uses the McAdams coefficient (Patino et al., 2020a) exists. It is based upon short-time linear prediction analysis, where a constant exponentiation is applied to the angle of the complex poles, thereby expanding or contracting the timbre or the spectral envelope at the formant locations (Patino et al., 2020b). However its performance is inferior to that of the neural based approach in terms of automatic speech recognition (ASR) and automatic speaker verification (ASV). However, signal processing based approaches have the advantage over most statistical and machine learning approaches that the changes made and their effects observed can be explained and, ideally, controlled; hence there is an interest in improving such controllable approaches. A downside of the existing speech anonymization applications is also the degraded quality of the transformed (anonymized) speech (Srivastava et al., 2020) which reduces their usefulness. The research community has acknowledged these problems, and in 2020 a special challenge for improving anonymization of speech has been organised (Tomashenko et al., 2020a, 2020b).

The literature on data anonymization (e.g. Finck & Pallas, 2020; Rubinstein & Hartzog, 2016; Stalla-Bourdillon & Knight, 2017) can be crudely summarised as “anonymous data is not useful, useful data is not anonymous”. This is also likely to be true for speech anonymization transforms. Therefore, reversible anonymization of speech, also called pseudonymization, could shift the risk-benefit balance for sharing speech corpora towards more sharing, and is therefore of potential interest. Contrary to “true” (i.e. irreversible) anonymization, pseudonymization is a more practical approach to anonymization, since it assumes that data can be re-identified, in principle, with the help of additional information that is hidden during the anonymization. The risk of re-identification of pseudonymized data is then the risk that the hidden information can be reconstructed by an attacker. Pseudonymization of speech will always be a trade-off between the risk of re-identification and usefulness. Thus, there is a need to develop such pseudonymization methods so that several speech applications can
benefit from the privacy benefits they offer.

This work, carried out in collaboration with Dr. Rob van Son from the Netherlands Cancer Institute, aims at developing a pseudonymization approach that is adjustable in the level of information removed from the speech, while still preserving relevant features enough to make the resultant speech useful. The proposed approach uses a series of signal processing steps to transform a given speaker's speech to tailor to a desired vocal profile (cf. Kung, 2018), configurable in terms of the formant frequencies, fundamental frequency and speaking rate. We conduct three sets of studies to demonstrate the potential of the proposed pseudonymization approach:

1. First, we validate the proposed approach through ABX pilot tests. These studies are carried out to ascertain how well the proposed approach obfuscates the speaker identity for expert and naive listeners.

2. Second, we validate the proposed approach in the framework of VoicePrivacy 2020 challenge (Tomashenko et al., 2020a, 2020c) by studying it against two anonymization approaches, a neural source filtering based approach and signal processing-based McAdams approach. We also perform ablation experiments to investigate which part of the proposed approach (related to the source, system or speaking rate) plays a crucial role in obfuscating speaker identity.

3. Third, we conduct studies that extend beyond the scope of VoicePrivacy 2020 challenge. In the VoicePrivacy 2020 challenge, the preservation of intelligibility is assessed through automatic speech recognition. Such a method can be prone to errors related to the availability of a suitable language model and a pronunciation lexicon. So, we propose the utilization of the phone posterior feature-based intrusive objective speech intelligibility approach described in Sec. 7.1. We also investigate the ability of the proposed pseudonymization method to preserve general articulatory features of speech by comparing the formant track movements measured on the anonymized and original recordings. Finally, investigations on speech anonymization have primarily laid emphasis on the preservation of intelligibility. However, speech also contains information other than the spoken message and speaker identity, such as paralinguistic information. So, we investigate the ability of the proposed pseudonymization approach to preserve such information through a dysarthric speech classification study.

### 8.2 Proposed pseudonymization method

As illustrated in Fig. 8.1, the proposed pseudonymization approach consists of estimating the speaker characteristics and obfuscating them by providing a different set of characteristics (referred to as the target speaker) to modify the utterances. As we see later, the same pseudonymization module can be used to de-pseudonymize the utterances, upon the knowledge of the original speaker's characteristics.
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Figure 8.1: Illustration of speech pseudonymization, with the steps elaborated in Sec. 8.2.1.

Two sources of speaker variation useful for speaker identification can be distinguished, viz. inherent features, i.e., those that derive from a speaker’s anatomy and physiology, and learned features (O’Shaughnessy, 2000). This study aims at hiding the global and inherent features of speakers, i.e., the vocal tract related spectral features (cf. Almaadeed et al., 2016) and some learned features, i.e., pitch and speaking rate. This translates to making changes in speech that relate to vocal tract length, average formant frequencies and intensities, pitch, and speaking rate. The pieces of information thus hidden will be the original values of these quantities and the extent of the changes. The corresponding steps can be summarised as:

1. Change the speaking rate and fundamental frequency, and
2. Simulate a different vocal tract for the speaker.

The perceived acoustic length of the vocal tract of each speaker is changed to that of a desired speaker by changing the playback speed of the utterance. Specifically, the vocal tract length corresponds to formant values as follows: an increase of vocal tract length by a factor $a$ induces a formant shift by a factor $1/a$. In the remainder of this chapter, the estimated vocal tract length (VTL) will be represented by the neutral first resonance frequency $\phi$. A speaker’s $\hat{\phi}$ is estimated from the first four formant frequencies according to Eq. 20 of Lammert and Narayanan (2015) using the proposed extension (Table 3, ibid.):

$$\hat{\phi} = 229 + 0.030\phi_1 + 0.082\phi_2 + 0.124\phi_3 + 0.354\phi_4$$

(8.1)

where $\phi_i = F_i / (2i − 1)$ can be considered as estimates of VTL from individual formants $F_i$. Speakers do not only differ in vocal tract length, but also in the vocal tract structure, defined by the global position of the formants, their bandwidths and intensities. The below section describes how each of these quantities are estimated and are used to pseudonymize speech.
8.2.1 Steps involved

8.2.1.1 Intensity normalisation
Normalise the intensity of each utterance to 70 dB (relative to 20 \( \mu \text{Pa} \)).

8.2.1.2 Identifying the vowel segments and estimating the speaking rate
Estimate the speaking rate by automatically locating syllables from speech using peaks in the signal energy, that are preceded and succeeded by dips in energy as cues (De Jong & Wempe, 2009; van Son et al., 2018). The number of syllables normalised by the duration per speaker gives the speaking rate. This method requires no transcriptions.

8.2.1.3 Formant track estimation for each vowel region
1. Use short-time processing with a Gaussian-like window of 25 ms, repeated every 6.25 ms (see Sec. 8.2.2 for more details).


8.2.1.4 Speaker-specific VTL and formant frequency estimation
1. In each vowel segment, look for the most neutral frame, i.e. the frame with \((F_1, F_2)\) closest to \((500, 1500)\).

2. Attribute the formant estimates \(F_1\) from this closest frame to the entire vowel segment.

3. Estimate the VTL of the speaker in the vowel segment using Eq. 8.1.

4. Compute the speaker’s VTL by taking the mean VTL across each speaker’s vowel segments.

5. Compute the speaker formant frequencies \(F_i\) by taking the median across each speaker’s vowel segments.
8.2.1.5 Speaker-level formant band intensity estimation

1. The frequency spectrum of each speaker is divided into several formant bands based on the estimated VTL $\phi$, as

$$B_i = \begin{cases} 0, & i = 0 \\ \left[ \frac{\phi}{2}, 2\phi \right], & i = 1 \\ \left[ 2(i-1)\phi, 2i\phi \right], & i = 2, 3, ..., 9 \end{cases}$$

in Hz. Since $F_i$ ($i = 1, 2, ..., 9$) is typically around $(2i - 1)\phi$, the bands are centered around the corresponding formant frequencies (except $B_0$ and $B_1$).\(^1\)

2. Use a passband Hann filter to isolate the information in each band. The filter has the following properties: (i) it is real-valued and operates on the complex short-time Fourier transform (STFT) of the input utterance, independently across each time step, (ii) the passband frequencies and 3dB bandwidth are defined as above, (iii) the transition from stop band to pass band and vice versa spans $(i - 1)\phi/5$ Hz.

3. Use the above filter on each utterance and measure the mean intensity per speaker per formant band, $I_i$, from the filtered utterances for $i = 0, 1, 2, ..., 5$.

8.2.1.6 Target parameters for pseudonymization

To pseudonymize the formants, the target frequencies, represented in terms of VTLs $\phi_i = F_i/(2i - 1)$, can be randomly chosen in the range $\phi_i \pm 40$ and $\phi_i \pm 75$ Hz for $F_0$ and $F_2$, respectively, and the intensities can be randomly chosen in the range $64 \pm 4.5, 67 \pm 2.5, 58 \pm 4.5, 50 \pm 8, 47 \pm 10, 45 \pm 9$ dB ($I_0 \pm 2SD$), where SD denotes standard deviation. These values were chosen based on typical observations on ranges found in the speakers in the IFA corpus (Van Son et al., 2001) (5M/5F, see Experiment 1, Section 8.3.1.1). In an alternative setting where a given speaker is to be pseudonymized to a specific target speaker, the parameters $\phi, \phi_i$ ($i = 1...5$), $I_i$ ($i = 0...5$) and speaking rate can be pre-computed across several of the target speaker’s utterances (preferably over 300 seconds spoken in a comparable style) and used.

8.2.1.7 VTL shifting

This is a time-domain processing method.

1. We have a VTL estimated for the current speaker and a VTL estimate for the target speaker: determine the factor $a = \phi^{(current)}/\phi^{(target)}$.

---

\(^1\)We will use the symbol $\phi$ to mean $\hat{\phi}$ hereafter.

\(^2\)E.g. $\phi = 500$ (a typical male value). So, $F_3 \approx 2500$ Hz, $B_3 = [2000,3000]$ Hz, $F_4 \approx 3500$ Hz, $B_4 = [3000,4000]$ Hz, etc. $B_1 = [250,1000]$ Hz, $B_0 = [0,250]$ Hz.
2. Resample the utterance to \( F_s/a \), where \( F_s \) denotes the original sampling frequency (and consider that the sampling frequency is still \( F_s \)). This corresponds to a frequency scaling by \( 1/a \) to the original utterance's spectrum.

### 8.2.1.8 Duration and pitch change

This is a time-domain processing method. Estimate \( F_0 \) by using the standard autocorrelation method. Adjust the duration and fundamental frequency to match the desired duration (determined by the target speaker's speaking rate) and fundamental frequency using pitch synchronous overlap-add method (Moulines & Charpentier, 1990).

### 8.2.1.9 Formant band shifting

This is a frequency-domain processing method. For each formant, we aim at masking \( \phi_i^{\text{current}} \) and shifting it to the frequency \( \phi_i^{\text{target}} \) by modifying its intensity appropriately.

1. Use the steps of VTL shifting (from Sec. 8.2.1.7), by using \( \phi_i^{\text{current}} \) and \( \phi_i^{\text{target}} \) in the place of \( \phi_i^{\text{current}} \) and \( \phi_i^{\text{target}} \) respectively, to create a VTL shifted version of the current utterance, where the formant \( i \) is now at \( F_i^{\text{target}} \).

2. Extract the band \( B_i^{\text{current}} \) (Eq. 8.2) from the VTL shifted spectrogram using a Hann filter as described in Sec.8.2.1.5. Use \( I_i^{\text{target}}/I_i^{\text{current}} \) as the filter's gain.

3. Use a complementary bandstop Hann filter with unit gain on the current utterance's spectrogram to mask \( \phi_i^{\text{current}} \) in the band.

4. Add the extracted band to the current spectrogram so that it now has \( \phi_i^{\text{target}} \) (and then discard the VTL shifted spectrogram).

5. Repeat the above steps for each desired formant.

### 8.2.1.10 Additional processing to hide the speaker identity

Additional anonymizing steps consist of (i) exchanging the \( B_4 \) and \( B_5 \) bands by using the Hann filter method described above and (ii) adding modulated pink noise at the speaker's \( B_6-9 \) bands to mask these formants. These steps were not used in the human listening experiments in Sec. 8.3.

Finally, reconstruct the corresponding utterance by taking inverse STFT. Note that, except for the overlap-add synthesis step and noise insertion, all the steps in this process are deterministic and reversible.

---

\( \phi_i^{\text{target}} \) is largely present in \( B_i^{\text{current}} \), as this band heavily overlaps with \( B_i^{\text{target}} \), but not always.
8.2.2 Implementation

The software is available on GitHub: van Son (2020c) and van Son (2020d). The program Praat (Boersma & Weenink, 2017) has two commands Change gender... and Change speaker... that use the same algorithm to perform the respective operations. This study uses the Change gender... command internally because it has options suitable for the proposed approach. In these commands, the desired new pitch is set as an absolute value, but it depends on correct pitch measurement in the source speech. Both commands work on the vocal tract length and duration by a Formant shift ratio and a Duration factor. To implement a change to a specified target vocal tract length and duration, or speaking rate, the estimated vocal tract length and speaking rate of the source speaker have to be supplied.

VTL is determined using the Praat robust formant option (Boersma & Weenink, 2017). Speaking rate is determined by the syllable rate determined from a modified version of a script by De Jong and Wempe (2009) taken from van Son et al. (2018).

To pseudonymize an utterance, the original values of the VTL (\(\phi\)), median formant frequencies, pitch, and speaking rate are transformed to the chosen values of the (synthetic) target speaker. The PseudonymizeSpeech.praat script (van Son, 2020c) presented above can calculate these on-the-fly using a collection of speech recordings or can use a database of pre-calculated values. Pseudonymization examples are available with the script, also consult the manual at van Son (2020d).

8.3 Listening experiments

We conducted ABX pilot listening experiments where subjects have to identify which of the two utterances, A or B, was uttered by the speaker in X. These experiments were designed to test the efficacy of the proposed approach, in terms of the following questions.

1. Can experts identify a speaker from pseudonymized speech?

2. How does pseudonymization affect the reliability of speaker identification by naïve listeners?

3. How resilient is the method to re-identification?

8.3.1 Experimental setup

Pseudonymized sentences and sentence fragments were produced by running the PseudonymizeSpeech.praat script (van Son, 2020c; van Son, 2020d) with target values for a male-like Long Vocal Tract Length (Long VTL) and a female-like Short Vocal Tract Length (Short VTL). Randomised values were used for the frequencies and intensities of bands \(B_0, B_{3−5}\) (see Section 8.2.1.6). Three ABX listening experiments were performed, where one choice, A or B, is uttered...
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Figure 8.2: ABX listening experiments. The subjects had to identify which of the two utterances, A or B, was spoken by the speaker in X. LVT() / SVT(): Stimulus pseudonymized to a Long/Short Vocal Tract length, Original(): Original recording as stimulus, Inv[i]: Inverse, de-pseudonymized to the parameters of speaker ‘i’. spkr: Speaker number, utt: Utterance number. For example, Inv[g][SVT(spkr=f, utt=u)] indicates a stimulus created from utterance ‘u’ from speaker ‘f’, pseudonymized to a Short Vocal Tract length, and then de-pseudonymized to the parameters of speaker ‘g’. See the text for details.

by the same speaker as sound X and the other is a distractor, see Figure 8.2. Fully functional offline copies of the experiments are available from van Son (2020b).

8.3.1.1 Experiment 1

Stimuli were Pseudosentences from the IFA corpus read by 10 Dutch speakers (5F) (Van Son et al., 2001). In Experiment 1, the parameters of the male-like Long VTL targe are $\phi = 510$Hz, $F_0 = 120$Hz, rate = 3.8 syll/s.; and those of the female-like Short VTL target are $\phi = 585$Hz, $F_0 = 185$Hz, rate = 4.2 syll/s. Speaker profiles were derived from all pseudosentences read by that speaker. Long VTL and Short VTL pseudonymizations of the target speaker and a distractor were presented to 4 experts: 3 speech therapists and 1 linguist. In Experiment 1, both the X and the A and B sounds of each ABX stimulus were pseudonymized. When X was Long VTL in the ABX stimulus, A and B were Short VTL and when X was Short VTL, A and B were Long VTL. Each target speaker was presented once with a male and once with a female distractor.

8.3.1.2 Experiment 2

Sentence fragments with a maximum duration of 3s were selected from readings of Treasure Island taken from the Parallel Audiobook Corpus (Ribeiro, 2018) read by 16 speakers of British English (5F). In Experiment 2, the pseudonymization target values were somewhat lowered.
Figure 8.3: Speaker identification in experiment 1 by expert subject with correct responses (left) and missing information (right, 100% = 1 bit). Confidence intervals from Student distribution. Overall mean correct: 69%, 95% conf int. [61, 78]%. No differences were found in responses to male and female speakers.

Table 8.1: Summary of ABX listening experiments. Sp.: Speakers.

<table>
<thead>
<tr>
<th>Exp</th>
<th>Corpus</th>
<th>Speech (≤3s)</th>
<th>Sp. F/M</th>
<th>Subjects</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Van Son et al. (2001)</td>
<td>Pseudo sent.</td>
<td>5/5</td>
<td>4 experts</td>
</tr>
<tr>
<td>2</td>
<td>Ribeiro (2018)</td>
<td>sentences</td>
<td>5/11</td>
<td>8 naive</td>
</tr>
<tr>
<td>3</td>
<td>Yamagishi et al. (2019)</td>
<td>sentences</td>
<td>45/45</td>
<td>6 naive/1 exp.</td>
</tr>
</tbody>
</table>

to adapt to the new corpus. The parameters of the male-like Long VTL target are \( \phi = 500\text{Hz} \), \( F_0 = 120\text{Hz} \); and those of the female-like Short VTL target are \( \phi = 575\text{Hz}, F_0 = 175\text{Hz} \). Target speaking rate was always 4.0 syll/s. Speaker profiles were derived from all sentences in a single chapter, not used for selecting stimulus sentences. \( X \) was an original recording from the speaker to be recognized, \( A \) and \( B \) were both either Original recordings, or Long VTL or Short VTL pseudonymizations, one of which was from the same speaker as \( X \). There were 16 ABX stimulus combinations for each condition, Original, Long VTL, and Short VTL, 48 ABX combinations in total. Each speaker was used only once as target speaker for each condition (not counting practice items). Distractors were selected at random irrespective of the gender. The genders of target speaker and distractor were the same (FF or MM) for 27 stimuli and different (FM or MF) for 21 stimuli. For this experiment, 8 "naive" listeners participated, recruited by email, not counting a subject that was dropped (see Section 8.3.2.2).
Figure 8.4: Speaker identification in experiment 2 by stimulus type and speaker gender. Original: AB are original recordings, Short VTL: AB pseudonymized to a short vocal tract length, Long VTL: AB pseudonymized to a long vocal tract length. N: Number of subjects. See also Fig. 8.3.

Figure 8.5: Identification after de-pseudonymization in experiment 3 by stimulus type and speaker gender. Speaker: Target speakers, 15F/15M for each Type, 90 in total. See also Fig. 8.4.
Table 8.2: Speaker identification accuracy in experiments 2 and 3. Linear mixed effects models of influence of (de-) pseudonymization and speaker gender on identification for each stimulus type (see text). Ex: Experiment, p (Ex): p-value of difference between experiments, p (Gen): p-value of difference between speaker genders in combined experiment.

<table>
<thead>
<tr>
<th>Stimulus</th>
<th>Ex. 2 (sd)</th>
<th>Ex. 3 (sd)</th>
<th>p (Ex)</th>
<th>p (Gen)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Original</td>
<td>93% (6)</td>
<td>90% (8)</td>
<td>&gt;0.05</td>
<td>&gt;0.05</td>
</tr>
<tr>
<td>Short VTL</td>
<td>70% (11)</td>
<td>73% (12)</td>
<td>&gt;0.05</td>
<td>&gt;0.05</td>
</tr>
<tr>
<td>Long VTL</td>
<td>60% (7)</td>
<td>77% (6)</td>
<td>0.009</td>
<td>0.012</td>
</tr>
</tbody>
</table>

### 8.3.1.3 Experiment 3

All the sentences from the Bonafide recordings from the Logical Access part of the 2019 ASVspoof corpus (Yamagishi et al., 2019) were pseudonymized with the same pseudonymization target values as in Experiment 2. The procedure for Experiment 3 was the same as in Experiment 2. Speaker profiles were derived from all the sentences of that speaker. Gender information was available for 58 out of 107 speakers. A linear model based on the speaker profiles, with perfect fit on the known genders, was used to predict the gender of the other speakers. Sentence fragments with a maximum duration of 3s were selected as ABX stimuli from the target speaker and distractor, and were all de-pseudonymized using the speaker profile of the target speaker. In the de-pseudonymization, the formant frequencies and band intensities of the transformed segments were not known (since they were randomly chosen). Therefore, only the vocal tract length, pitch, and speaking rate were transformed to the target speaker profile. Target speaker and distractor were always of the same gender, both male or female. This was done because pilot tests showed that mixed gender stimulus pairs were perfectly identified.

Each condition in Experiment 3, Original, Long VTL, and Short VTL, contained sentences from 15 male and 15 female target speakers and randomly selected distractors of the same gender, 90 ABX stimulus sets in total. In Experiment 3, each speaker was only used once as a target speaker and once as a distractor (not counting practice items). Sentences were selected at random from the corpus from each speaker, but no sentence recording was used twice in the experiment.

Subjects for experiments 2 and 3 were recruited over email with written instructions. Listening conditions in these two experiments were not supervised. As a quality assurance, only the responses from subjects who were able to correctly identify 70% of the target speakers in the original recordings (condition Original) were included in the analysis. Five subjects participated in both experiment 2 and 3, one subject participated in both experiments 1 and 3. Table 8.1 contains a summary of the three listening experiments.
8.3.2 Results and analysis

All the statistical analysis was done with R (R Core Team, 2019). Missing information is calculated as the entropy \( H = -\sum_{i=1}^{2} p_i \log_2 p_i \) (in %). Differences in identification between conditions and stimulus classes are tested using paired Student t-tests (following Fradette et al. (2003)). The stimuli and experiment are available from van Son (2020b) and the listener responses are available from van Son (2020a).

8.3.2.1 Experiment 1

The expert listeners reported that they found it difficult to believe that the target speaker was always among the response choices. The expert listeners identified the target speaker approximately 70% of the time (see Fig. 8.3, missing >80% of information \( H \)). The responses were better than chance and worse than perfect (\( p \leq 0.006 \) for both 90% and 50% correct, t-test, not shown). There were no statistically significant differences between listeners and no effects of speaker gender (not shown).

8.3.2.2 Experiment 2

Responses of one subject, who did not reach 70% correct identification on the original recordings, were dropped (subject removed, see above). On average, the speaker identification of the original recordings was over 90% correct (see Fig. 8.4). The naive listeners identified the target speaker approximately 70% of the time in the short VTL condition and somewhat less in the long VTL condition (missing >80% of information to identify the speaker). This was significantly less than in the original condition with unaltered speech (\( p \leq 0.0001 \), paired t-test by subject). The difference between the short and long VTL condition were not significant (\( p > 0.05 \)). There is a tentative difference in responses to the (5) female speakers and the (11) male speakers for the Long VT stimuli (\( p = 0.027 \), paired t-test). It appears that the female speakers are not identified above chance level in the long VTL condition. There seems to be an asymmetry in the effect of pseudonymization on male and female voices which we currently cannot explain.

In the responses from experiments 1 and 2, there is a tendency that comparison to a distractor of a different gender improves identification of the target speaker (not shown). However, partly due to the design of the experiments, this could not be verified (\( p > 0.05 \), paired t-test).

8.3.2.3 Experiment 3

All the subjects cleared the 70% correct criterion for the Original stimulus condition. Speaker identification of the original recordings in Experiment 3 was around 90% correct (see Fig. 8.5 and Table 8.2). De-pseudonymization, the inverse transform, was effective in reversing the pseudonymization towards a Long VTL target, increasing the identification from 60% to 78%.
correct (Table 8.2) with missing information ≤80% (Fig. 8.5). However, the differences in identification between the Original and the de-pseudonymized stimuli was still significant (p ≤ 0.009 paired t-test by subject). The difference in identification between male and female speakers was not significant in Experiment 3 (p > 0.05 for all stimulus types).

8.3.3 Modeling responses to listening experiments 2 & 3

The results of experiments 2 and 3 were combined in a linear mixed effect model to estimate the effects of the speaker gender and pseudonymization versus de-pseudonymization (Exp) on speaker Identification (I) for each stimulus type, i.e., Original, Short VTL and Long VTL. The full model was:

\[ I \sim \text{Exp} + \text{Gender} + (\text{Exp} + \text{Gender}|\text{Subject}) \] (8.3)

Subjects that participated in both the experiments were identified in the model. Statistical significance was determined using ANOVA on full model versus a model with the relevant fixed factor removed. No difference was found for the Original and Short VTL stimuli (p > 0.05). For the Long VTL target pseudonymizations, both the differences between male and female speakers and the differences between the experiments were statistically significant (see Table 8.2). Using the model of Eq. 8.3, the male speakers were identified 13% points more than female speakers and de-pseudonymization increased identification by 19% points (p-values in Table 8.2).

Experiment 3 only contained same gender comparisons between the target and distractor speakers, while Experiment 2 contained the same and mixed gender comparisons. Same gender comparisons could be seen as “more difficult” than mixed gender comparisons. Repeating the linear mixed effect modelling with only the responses to the same gender distractors gave the same results; no effect for Original and Short VTL stimuli (p > 0.05) and a consistent effect for de-pseudonymization and speaker gender for Long VTL stimuli (p(Ex) = 0.008, p(Gen) = 0.024, not shown) were observed. But the effect of de-pseudonymization only increases marginally (to 22% points). The overall effect of de-pseudonymization was found for both female and male speakers separately (p ≤ 0.012, ANOVA, removing Gender from Eq. 8.3, not shown).

8.4 2020 VoicePrivacy challenge experiments

Automatic evaluations of the proposed method were carried out as part of the VoicePrivacy 2020 challenge, using the data sets and experimental protocols set by the challenge Tomashenko et al. (2020a), and the performances were measured in terms of ASV and ASR systems’ evaluation metrics. The ASV evaluation consists of an enrollment phase, where several speakers enrol into a system, and a trials phase, where each test speaker that claims to be a specific enrolled speaker has to be verified. For the anonymization experiment, each speaker is anonymized to
two different speakers, one for enrollment and another for trials. Thus, a good anonymizer would increase the ASV error, while keeping the ASR error as low as possible.

8.4.1 Summary of the data sets and evaluation protocol

For evaluations on anonymization, the \texttt{dev} and \texttt{test} subsets of the VCTK and LibriSpeech corpora were used. As reference (and non-overlapping) speaker set for anonymization, \texttt{libri-other-500} subset of LibriSpeech was used. The anonymized speech is evaluated in terms of word error rate (WER) using a neural-network based ASR system trained with lattice-free maximum mutual information objective function (Povey et al., 2016) and in terms of equal error rate (EER) and log-likelihood ratio based costs $C_{llr}$ and $C_{min}^{llr}$ using an x-vector (Snyder et al., 2018) based ASV system, both provided by the challenge organisers. For more details about the data set and the experimental protocol, the reader is referred to Tomashenko et al. (2020a).

8.4.2 Baselines provided by the challenge

The challenge provided two baseline systems: (i) neural source filtering (NSF) based and (ii) McAdams method based.

8.4.2.1 NSF baseline

The NSF approach (Fang et al., 2019) was built on the idea that any speech signal can be decomposed into three sets of features: those representing (i) the spoken content, (ii) the speaker and (iii) the speaker's fundamental frequency, and that speech can be synthesised back by combining these components. Mel-filterbank features or intermediate representations from an ASR neural acoustic model constitute the spoken content, whereas fixed length neural speaker embeddings, known as x-vectors, represent the speakers. Anonymization can be achieved by merely replacing the source speaker's x-vectors with those of the target speaker, which is chosen among a pool of reference speakers, typically the one who is farthest in terms of their x-vector affinity score. Thus, in this method, a given speaker's speech is first decomposed into its three constituents, then anonymized by replacing the x-vectors and finally converted back into a waveform using speech synthesis.

8.4.2.2 McAdams baseline

This is a signal processing method based on formant shifting. In this method, each utterance is analysed using short-time processing, where each segment is fit with an all-pole model on its power spectrum using linear prediction. The angles $\theta_i$ of the complex poles thus correspond to the formant frequencies, when the model order is appropriately chosen. The anonymization process involves shifting the formants non-linearly, by exponentiating the complex poles...
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Table 8.3: ASV results for both development and test partitions (o-original, p-pseudonymized(F03-9), b1-NSF, b2-McAdams).

<table>
<thead>
<tr>
<th>Data</th>
<th>Expt</th>
<th>Dev. set (female)</th>
<th>Test. set (female)</th>
<th>Dev. set (male)</th>
<th>Test. set (male)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>EER% C&lt;sub&gt;ll&lt;/sub&gt;r</td>
<td>EER% C&lt;sub&gt;ll&lt;/sub&gt;r</td>
<td>EER% C&lt;sub&gt;ll&lt;/sub&gt;r</td>
<td>EER% C&lt;sub&gt;ll&lt;/sub&gt;r</td>
</tr>
<tr>
<td></td>
<td></td>
<td>min</td>
<td>min</td>
<td>min</td>
<td>min</td>
</tr>
<tr>
<td>libri</td>
<td>o</td>
<td>8.67 0.30 42.86</td>
<td>1.24 0.03 14.25</td>
<td>7.67 0.18 26.79</td>
<td>1.11 0.04 15.30</td>
</tr>
<tr>
<td></td>
<td>b1</td>
<td>36.79 0.89 16.35</td>
<td>34.16 0.87 24.72</td>
<td>32.12 0.84 16.27</td>
<td>36.75 0.90 33.93</td>
</tr>
<tr>
<td></td>
<td>b2</td>
<td>23.44 0.62 11.73</td>
<td>10.56 0.36 11.95</td>
<td>15.33 0.49 12.55</td>
<td>8.24 0.26 15.38</td>
</tr>
<tr>
<td></td>
<td>p</td>
<td>25.28 0.66 9.30</td>
<td>18.79 0.56 15.70</td>
<td>24.82 0.59 10.23</td>
<td>14.92 0.43 10.65</td>
</tr>
<tr>
<td>vctk</td>
<td>o</td>
<td>2.33 0.09 0.86</td>
<td>1.43 0.05 1.54</td>
<td>2.89 0.09 0.87</td>
<td>1.13 0.04 1.04</td>
</tr>
<tr>
<td>common</td>
<td>b1</td>
<td>27.91 0.74 7.21</td>
<td>33.33 0.84 23.89</td>
<td>31.20 0.83 9.02</td>
<td>31.07 0.84 21.68</td>
</tr>
<tr>
<td></td>
<td>b2</td>
<td>11.63 0.37 43.55</td>
<td>10.54 0.32 25.00</td>
<td>14.45 0.47 42.73</td>
<td>11.86 0.35 28.23</td>
</tr>
<tr>
<td></td>
<td>p</td>
<td>16.86 0.51 11.12</td>
<td>20.23 0.56 7.65</td>
<td>26.01 0.70 13.16</td>
<td>13.84 0.45 5.32</td>
</tr>
<tr>
<td>vctk</td>
<td>o</td>
<td>2.86 0.10 1.14</td>
<td>1.39 0.05 1.16</td>
<td>4.94 0.17 1.50</td>
<td>2.07 0.07 1.82</td>
</tr>
<tr>
<td>different</td>
<td>b1</td>
<td>26.11 0.76 8.41</td>
<td>30.92 0.84 23.80</td>
<td>31.74 0.85 11.53</td>
<td>30.94 0.83 23.84</td>
</tr>
<tr>
<td></td>
<td>b2</td>
<td>15.83 0.50 39.81</td>
<td>11.22 0.38 23.09</td>
<td>16.92 0.55 41.34</td>
<td>12.23 0.40 25.06</td>
</tr>
<tr>
<td></td>
<td>p</td>
<td>15.67 0.50 6.25</td>
<td>14.74 0.39 3.84</td>
<td>26.23 0.75 11.92</td>
<td>22.90 0.67 7.57</td>
</tr>
</tbody>
</table>

Table 8.4: ASR results in WER% for both development and test partitions (o-original, b1-NSF, b2-McAdams, p-pseudonymized(F03-9), s-LM<sub>s</sub>, l-LM<sub>l</sub>).

<table>
<thead>
<tr>
<th>Expt</th>
<th>Dev. set</th>
<th>Test set</th>
<th>Test set</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>s  l</td>
<td>s  l</td>
<td>s  l</td>
</tr>
<tr>
<td>libri</td>
<td>o</td>
<td>5.24 3.84</td>
<td>5.55 4.17</td>
</tr>
<tr>
<td></td>
<td>b1</td>
<td>8.76 6.39</td>
<td>9.15 6.73</td>
</tr>
<tr>
<td></td>
<td>b2</td>
<td>12.19 8.77</td>
<td>11.77 8.88</td>
</tr>
<tr>
<td></td>
<td>p</td>
<td>8.82 6.48</td>
<td>8.04 5.87</td>
</tr>
<tr>
<td>vctk</td>
<td>o</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

by a constant factor $M$, i.e. $\theta_i \rightarrow \theta_i^M$, where $M$ is the McAdams coefficient. The resultant signal is then overlap-added across segments to reconstruct its corresponding pseudonymized utterance.

Contrasting the McAdams method with our proposed approach, a key difference is that the former allows only a single degree of freedom (i.e. by tuning $M$) in moving the formants, whereas the proposed approach allows each band of formants and F0 to be individually moved and their intensities adjusted, thus allowing several degrees of freedom.

8.4.3 Idiap-NKI challenge entry

We followed the protocol set by the challenge, and evaluated ASR and ASV performances by pseudonymizing the given subsets of VCTK and LibriSpeech data sets. For pseudonymization,
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Target speaker profiles were created using \texttt{libri-other-500} set of the LibriSpeech corpus. In a given subset, each speaker is pseudonymized to have the characteristics of a randomly chosen target speaker from the \texttt{libri-other-500} set. In ASV, this means that the enrollment and trials of the same speaker are often mapped to different target speakers (and we have not ensured that they are different in all the cases, since the probability of choosing the same speaker among 1000+ speakers is small). If only the trials sets are pseudonymized, ASV may indicate a higher error (indicating a better anonymization) due to acoustic mismatch introduced by the pseudonymization method. A higher equal error rate (EER) in ASV implies better pseudonymization of the speakers, and a lower WER on ASR implies better preserving of intelligibility.

The proposed method uses all the steps presented in Section 8.2.1. That is, the method changes the speaking rate, pitch and the $B_0$ and $B_{3-5}$ bands and their intensities. The target values for pseudonymization are determined by selecting a random speaker from \texttt{libri-other-500} as the target speaker. In addition, the $B_4$ and $B_5$ bands are switched, and bands $B_{6-9}$ are replaced with intensity modulated pink noise. For the sake of clarity, this pseudonymization method is referred to as $F03-9$.

8.4.4 Results

Tables 8.3 and 8.4 compare the ASV and ASR results, respectively, of the baseline anonymization methods using neural source-filtering (NSF) and McAdams, and the proposed pseudonymization method. In ASR, the proposed method gave a lower WER than the McAdams baseline, indicating better intelligibility, in all the cases. In ASV, the EER in all the cases except one (vctk-different female) is higher, implying a better pseudonymization, than the McAdams baseline. This is also indicated by a consistently higher or equal $C_{\text{min}}$ in all the cases. However, there is a room for improvement in comparison to the NSF baseline in terms of ASV performance, although it is fairer to compare the method with the signal processing based baseline.

We conducted ablation experiments to study the contribution of the individual steps proposed in Sec. 8.2 and to study the effect of de-pseudonymization (the right part of Fig. 8.1). The individual steps of pseudonymization are: (i) the source part: pseudonymizing $B_0$ band, (ii) the vocal-tract system part: pseudonymizing the $B_{3-9}$ bands, which also includes the additional processing of introducing modulated pink noise in $B_{6-9}$ bands (Sec. 8.2.1.10) and exchanging $B_4$ and $B_5$ bands, and (iii) the speaking rate part. To be able to perform de-pseudonymization, we had to omit the irreversible additional processing step. Tables 8.5 and 8.6 show the results of all the ablation experiments. The results indicate that the vocal-tract system component plays the most prominent role in pseudonymization, and a significant part of it is due to the additional processing. De-pseudonymization can be seen to be partially effective.
Table 8.5: ASV results with ablation (pseudon - pseudonymized(F03-9), no system - only source and speaking rate have been modified, no rate - only source and system have been modified, no additional - no additional processing described in Sec. 8.2.1.10 has been applied, de-pseudon - pseudonymization reversed for the no-additional experiment.).

<table>
<thead>
<tr>
<th>Data</th>
<th>Expt.</th>
<th>Dev. set (female)</th>
<th>Test. set (female)</th>
<th>Dev. set (male)</th>
<th>Test. set (male)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>EER% C_{ll}</td>
<td>C_{ll}</td>
<td>C_{ll}</td>
<td>EER% C_{ll}</td>
</tr>
<tr>
<td></td>
<td>pseudon</td>
<td>25.28</td>
<td>0.66</td>
<td>9.30</td>
<td>18.79</td>
</tr>
<tr>
<td></td>
<td>no system</td>
<td>15.91</td>
<td>0.49</td>
<td>42.74</td>
<td>5.12</td>
</tr>
<tr>
<td></td>
<td>no source</td>
<td>20.88</td>
<td>0.61</td>
<td>7.24</td>
<td>15.22</td>
</tr>
<tr>
<td></td>
<td>no rate</td>
<td>21.16</td>
<td>0.61</td>
<td>7.48</td>
<td>15.22</td>
</tr>
<tr>
<td></td>
<td>no additional</td>
<td>15.48</td>
<td>0.48</td>
<td>42.54</td>
<td>5.12</td>
</tr>
<tr>
<td></td>
<td>de-pseudon</td>
<td>15.48</td>
<td>0.48</td>
<td>42.54</td>
<td>5.12</td>
</tr>
</tbody>
</table>

Table 8.6: ASR results in WER% with ablation (pseudon - pseudonymized(F03-9), no system - only source and speaking rate have been modified, no rate - only source and system have been modified, no additional - no additional processing described in Sec. 8.2.1.10 has been applied, de-pseudon - pseudonymization reversed for the no-additional experiment, s-LM, l-LM).

<table>
<thead>
<tr>
<th>Expt.</th>
<th>Dev. set</th>
<th>Test set</th>
<th>Dev. set</th>
<th>Test set</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>s  l</td>
<td>s  l</td>
<td>s  l</td>
<td>s  l</td>
</tr>
<tr>
<td>pseudon</td>
<td>8.82</td>
<td>6.48</td>
<td>8.04</td>
<td>5.87</td>
</tr>
<tr>
<td>no system</td>
<td>7.30</td>
<td>5.21</td>
<td>6.87</td>
<td>5.07</td>
</tr>
<tr>
<td>no source</td>
<td>8.14</td>
<td>5.93</td>
<td>7.62</td>
<td>5.64</td>
</tr>
<tr>
<td>no rate</td>
<td>7.72</td>
<td>5.63</td>
<td>7.24</td>
<td>5.31</td>
</tr>
<tr>
<td>no additional</td>
<td>7.18</td>
<td>5.18</td>
<td>6.90</td>
<td>5.08</td>
</tr>
<tr>
<td>de-pseudon</td>
<td>6.85</td>
<td>4.95</td>
<td>7.03</td>
<td>5.27</td>
</tr>
</tbody>
</table>

8.5 Beyond the VoicePrivacy challenge

In this section, we explore some directions in which the proposed method could be evaluated, viz. (i) measuring the intelligibility after pseudonymization by utilising the original utterances...
as references, instead of ASR, (ii) measuring the closeness of the formant tracks between the pseudonymized and original utterances, and (iii) measuring the extent of retaining pathological conditions such as dysarthria after the proposed pseudonymization.

8.5.1 Intelligibility measure based comparison of phone posterior sequences

The 2020 VoicePrivacy Challenge proposed WER of ASR system as a measure of intelligibility. However, ASR system performance gets affected by components such as Viterbi search, language model and pronunciation lexicon. Even if we presume that all the anonymization systems are compared using exactly the same language model, acoustic model and lexicon, the search heuristics can make a difference. So, here we propose to utilise an alternate objective intelligibility measure where the original reference speech and the anonymized speech are compared in the phone posterior feature space, employing only the acoustic model.

We use (7.1) as the local score. We used the following dynamic programming recursion

$$\Gamma_{j,t} = \gamma_{j,t} + \min \left( \Gamma_{j,t-1}, \Gamma_{j-1,t-1}, \Gamma_{j-2,t-1} \right),$$  \hspace{1cm} (8.4)
Table 8.7: Intelligibility in terms of DTW distances (b1-NSF, b2-McAdams, p-pseudonymized(F03-9)).

<table>
<thead>
<tr>
<th></th>
<th>libri</th>
<th></th>
<th>vctk</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Dev.</td>
<td>Test</td>
<td>Dev.</td>
<td>Test</td>
</tr>
<tr>
<td>b1</td>
<td>0.005650</td>
<td>0.005804</td>
<td>0.007050</td>
<td>0.007638</td>
</tr>
<tr>
<td>b2</td>
<td>0.008798</td>
<td>0.008082</td>
<td>0.010237</td>
<td>0.010273</td>
</tr>
<tr>
<td>p</td>
<td>0.005955</td>
<td>0.004463</td>
<td>0.006001</td>
<td>0.006100</td>
</tr>
</tbody>
</table>

where $\Gamma_{j,t}$ denotes the cumulative score at $j, t$. The additional skip transition from $\Gamma_{j-2,t-1}$ was allowed to accommodate for the duration changes between the reference and test utterances. The final score $\Gamma_{j,T}$ normalised by the path length yields a measure of intelligibility; the lower the score, the better the intelligibility.

We computed intelligibility scores in the following manner:

1. First, estimate the posterior probability of the clustered context dependent phones using the neural network-based acoustic model provided with the VoicePrivacy challenge and then marginalise the context-dependent information, position markers and lexical stress markers to estimate the posterior probabilities of context independent phones. The context independent phone posteriors are used as the posterior features, $y_j$ and $z_t$, for the DTW-based intelligibility score estimation.

2. Compare the intelligibility scores (DTW distances) for the proposed pseudonymization method (F03-9) and the baseline methods by averaging the scores of all the utterances in each method.

Results from Table 8.7 indicate that the intelligibility scores for the proposed pseudonymization method are comparable to those of the NSF baseline and better than the McAdams baseline. This indicates that the differences observed in the WER metric (Table 8.4) could be due to aspects such as search heuristics employed during decoding.

### 8.5.2 Measuring pseudonymized formant values

Formants are important in the study of speech because their values are linked to the shape of the vocal tract, and hence to the constellation and movements of the articulators (Christensen, 2018; Dromey et al., 2013; Lee et al., 2015; McKell, 2016). Formant values are also related to the intelligibility of phonetic contrasts (Harper et al., 2017; Kent et al., 1989b; Richardson & Sussman, 2017). These relations are also relevant to the study of pathological speech, such as dysarthric speech (Sapir et al., 2010) and Parkinson’s disease (Sapir et al., 2007). To evaluate to what extent formant measurements can be preserved after pseudonymization, formant tracks before and after pseudonymization are compared (see Figure 8.6). To determine the
preservation of formant tracks after pseudonymization, the first three formant tracks of pseudonymized speech samples are correlated to those of the original recordings, using the Robust formant tracking in Praat (Boersma & Weenink, 2019). The same recordings from 60 speakers (30F/30M from vctk_dev and vctk_test) were used for the McAdams Baseline and F03-9 pseudonymization. A higher average correlation coefficient (R) indicates that the pseudonymized speech would be more useful to study the acoustic effects of differences in articulation.

The results of the comparison are presented in Table 8.8. These results show that the average R of the pseudonymized formant values are higher for the F03-9 pseudonymizations than for the Baseline method for all three formants. Correlation coefficients, R, for the Baseline method were between R=0.26 and R=0.60. Correlation coefficients for the F03-9 method were 0.1-0.3 higher on average for all speakers, between R=0.56 and R=0.72 (R²: 0.12-0.31 higher, highest values for F₃, p≤10⁻⁷, paired Student t-test per speaker). There was a difference based on the speaker gender. For female speakers, the difference in R was 0.05-0.20 (highest values for F₃, p≤10⁻², idem), for male speakers, it was 0.14-0.42 (highest values for F₃, p≤10⁻⁵, idem). The differences in R between Baseline and F03-9 were larger for male than for female speakers for all three formants (two sample Student-t test, p≤0.001, 0.01, and 10⁻⁶ for F₁ - F₃, respectively).

### Table 8.8: Mean correlation coeff between formant tracks from Original and pseudonymized recordings, for all speakers (N=60). F₁, F₂, F₃: Correlation coefficients of the formants. F: Female speakers, M: Male speakers. Baseline (McAdams) & F03-9: Pseudonymization procedures, see text. Average number of recordings per speaker: 23.5±13.7 (F), 24.2±15.8 (M).

<table>
<thead>
<tr>
<th>Group</th>
<th>F₁</th>
<th>F₂</th>
<th>F₃</th>
</tr>
</thead>
<tbody>
<tr>
<td>F</td>
<td>0.507 (0.158)</td>
<td>0.601 (0.198)</td>
<td>0.424 (0.287)</td>
</tr>
<tr>
<td>Baseline</td>
<td>0.563 (0.194)</td>
<td>0.659 (0.161)</td>
<td>0.620 (0.202)</td>
</tr>
<tr>
<td>F₀₃-9</td>
<td>0.490 (0.161)</td>
<td>0.571 (0.158)</td>
<td>0.264 (0.226)</td>
</tr>
<tr>
<td>M</td>
<td>0.499 (0.160)</td>
<td>0.586 (0.178)</td>
<td>0.344 (0.257)</td>
</tr>
<tr>
<td>Baseline</td>
<td>0.655 (0.153)</td>
<td>0.716 (0.136)</td>
<td>0.688 (0.136)</td>
</tr>
<tr>
<td>F₀₃-9</td>
<td>0.609 (0.174)</td>
<td>0.688 (0.149)</td>
<td>0.654 (0.169)</td>
</tr>
</tbody>
</table>

8.5.3 Automatic dysarthria classification

The ability to retain paralinguistic features after pseudonymization was evaluated on the example of dysarthric speech. Speech samples were taken from the TORGO corpus (Rudzicz et al., 2012). The recordings from the head mounted microphone were used. Recordings from the directional microphone were added for two sessions, both session 2 of control speakers FC02 and MC04.

The control and dysarthric utterance recordings were pseudonymized as with the F03-9
Table 8.9: Dysarthria classification results for original and pseudonymized recordings from the TORGO corpus (Rudzicz et al., 2012) (see text). Given are the percentage correct classification for the original and pseudonymized (Pseud.) recordings, the concordance (Conc.), i.e., the percentage identical classification for original and pseudonymized recordings. The overall Cronbach’s alpha is acceptable, $\alpha=0.769$. Without the two female control speakers FC01 and FC02, Cronbach’s alpha is excellent, $\alpha=0.949$. Spkr: Speaker, Pseud.: Pseudonymized recordings, Conc.: Concordance, N: number of utterances.

<table>
<thead>
<tr>
<th>Group</th>
<th>Spkr</th>
<th>Correct</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Original</td>
<td>Pseud.</td>
<td>Conc.</td>
</tr>
<tr>
<td>Control</td>
<td>FC01</td>
<td>98.2</td>
<td>47.6</td>
<td>49.4</td>
</tr>
<tr>
<td></td>
<td>FC02</td>
<td>86.3</td>
<td>13.7</td>
<td>24.4</td>
</tr>
<tr>
<td></td>
<td>MC01</td>
<td>98.5</td>
<td>99.3</td>
<td>98.4</td>
</tr>
<tr>
<td></td>
<td>MC02</td>
<td>99.1</td>
<td>98.7</td>
<td>98.3</td>
</tr>
<tr>
<td></td>
<td>MC03</td>
<td>99.3</td>
<td>100.0</td>
<td>99.3</td>
</tr>
<tr>
<td>Dysarthric</td>
<td>F01</td>
<td>90.2</td>
<td>90.9</td>
<td>90.2</td>
</tr>
<tr>
<td></td>
<td>M01</td>
<td>92.7</td>
<td>99.7</td>
<td>92.4</td>
</tr>
<tr>
<td></td>
<td>M02</td>
<td>95.8</td>
<td>98.5</td>
<td>95.8</td>
</tr>
<tr>
<td></td>
<td>M03</td>
<td>91.3</td>
<td>97.9</td>
<td>91.5</td>
</tr>
<tr>
<td></td>
<td>M04</td>
<td>91.0</td>
<td>93.6</td>
<td>87.5</td>
</tr>
<tr>
<td>Total</td>
<td></td>
<td>94.2</td>
<td>84.0</td>
<td>82.7</td>
</tr>
</tbody>
</table>

However, for this experiment, the characteristics of a random speaker of the opposite gender was selected from the Bonafide recordings in the Logical Access part of the 2019 ASVspoof corpus (Yamagishi et al., 2019). As altered, slow, speaking rate is an important symptom of dysarthria, the speaking rate of the pseudonymized utterances was not changed from the original value. The results of the ablation experiment in Section 8.4.4 show that not changing the speaking rate has only a low impact on ASV identification performance (see Table 8.5). The dysarthria classification was done with linear support vector machines (SVMs) trained, using a leave-one-out procedure, on eGeMAPS feature set that is commonly used in studying paralinguistic aspects (Eyben et al., 2016a). SVMs trained on the original recordings were used to classify the original utterances, whereas those trained on pseudonymized recordings were used to classify the pseudonymized utterances.

The dysarthria classifier did not perform very well (59% correct). Inspection of the results showed that this was most likely due to the low audio quality of some sessions. It also seemed to perform worse on some of the female speakers. It was decided to drop all sessions where dysarthria classification of the original recordings was below 70% correct. This left 15 (out of 30) recording sessions from a total of 10 (out of 15) speakers, 5 control (2F) and 5 dysarthric (1F) speakers. The two sessions recorded with the directional microphone were among those dropped for low classification performance.
The results of the dysarthria classification evaluation after pseudonymization are mixed (Table 8.9). For the two female control speakers, FC01 and FC02, the performance is below 50%, at chance level. It is clear that the pseudonymization of utterances from these speakers degraded the speech too much and the classifier did not work. The results for the speech of the other speakers is excellent. This is summarised in the Cronbach's alpha values, which are acceptable for the whole group of 10 speakers (\(\alpha=0.769\)), but are excellent (\(\alpha=0.949\)) when the results for FC01 and FC02 are removed. It is currently unknown why the dysarthria classification did not work for the pseudonymized recordings of speakers FC01 and FC02.

### 8.6 Discussion

Pseudonymization aims at protecting the privacy of the speakers. Whether or not the levels of protection are sufficient depends on the requirements of the application and the risks that an identification would pose. One objective of the proposed approach is to make pseudonymization deterministic and adjustable, i.e., gradual, on untranscribed recordings. It works in the spectro-temporal domain on any speech recording, and is intrinsically deterministic and reversible. The exception to reversibility is the overlap-add procedure to adapt the pitch and duration of the speech which is inherently "lossy", i.e., partially irreversible. But overlap-add is a well known, predictable, speech synthesis procedure. The aspects of the speech that are transformed as well as the extent of the changes can all be freely chosen. The only constraint is the quality of the resulting speech.

However, reversibility is not necessarily an advantage. It is clear that the ability to, partially, de-pseudonymize speech warrants extra attention. The current study explores one specific de-pseudonymization approach based on knowing the original pseudonymization target. An obvious way to prevent de-pseudonymization would be to obfuscate the target speaker selection.

Another important goal of pseudonymization of speech could be to allow the study of linguistic and paralinguistic aspects of speech without jeopardising the privacy of the speakers. It is not yet known which of such aspects can still be studied after pseudonymization and what the corresponding risks of re-identification are. In this study, the extent to which linguistic and paralinguistic features are preserved was estimated by comparing formant tracks after pseudonymization with the originals and by evaluating the results of an automatic dysarthria classifier on pseudonymized speech.

### 8.6.1 Listening experiments

All three ABX listening experiments showed reduced speaker identification after pseudonymization (Fig. 8.3 and 8.4) and also after de-pseudonymization (Fig. 8.5). After pseudonymization, more than 80% of the information necessary to make the choice between speaker \(A\) and \(B\) is lost (<70% correct identification, Fig. 8.3 and 8.4), compared to less than 40% missing
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information with the original recordings (>90% identification, Table 8.2). Reverting the transformation from known pseudonymization targets can improve the recognition, especially for speech transformed to a Long VTL (Fig. 8.5 and Table 8.2).

The responses in both experiments 2 and 3 displayed an asymmetry between male and female voices. Female speakers were identified worse than male speakers after both pseudonymization and de-pseudonymization. This difference was statistically significant for the Long VTL condition when the responses in these experiments are combined (Table 8.2). This asymmetry was smaller, or absent, in the Short VTL condition (statistically not significant).

8.6.2 Automatic evaluations

Automatic evaluations on the VoicePrivacy challenge data showed that the method is better than the comparable signal-processing based McAdams method. However, there is still a significant gap in terms of ASV performance w.r.t. the NSF baseline. One factor could be that the former chooses the target speakers randomly, whereas the latter specifically chooses far away speakers. Future investigations could focus on identifying the areas of improvement that lead to closing this gap and improving beyond it. In terms of preserving the intelligibility, the proposed method showed comparable performance in terms of both the ASR and the proposed phone posterior based approach.

It is worth mentioning that, in the VoicePrivacy challenge, besides the objective evaluations, the organisers also conducted subjective evaluations, in which the proposed method showed promising results in terms of intelligibility, quality and dissimilarity of the pseudonymized speech w.r.t. the original speakers (Wang et al., 2020) IV.

8.6.3 Formant values

The outcomes of the formant track analysis indicate that both the Baseline and the F03-9 method preserve formant tracks to some extent. The F03-9 pseudonymization better preserves F1−3 formant track movements than the McAdams Baseline method, sometimes with a considerable margin. The differences were more pronounced for male than for female speakers. The biggest differences were found in the F3 tracks.

From these results, it is clear that it is possible to preserve at least some level of measurable formant track information after pseudonymization. However, there are systematic differences between the two methods tested and the gender of the speakers in how well the formant track information is preserved. This shows that there is still room to optimise this feature in future speech pseudonymization methods.

IV We cite the presentation as it was the only reference available at the time of the submission of this thesis.
8.6.4 Dysarthria classification

The TORGO corpus proved to be sub-optimal for the evaluation of automatic dysarthria classification of pseudonymized speech. Half of the recording sessions, including all recordings of 5 speakers, had to be dropped due to very low classification performance. For 8 out of the remaining 10 speakers, classification after pseudonymization performed excellent, with high concordance between original and pseudonymized audio. For two other speakers, the results after pseudonymization were essentially at chance level. What this shows is that there is indeed good potential to use pseudonymization to study paralinguistic aspects of (pathological) speech, at least for dysarthria. However, the pseudonymization method used in this study cannot yet be applied to all speakers.

8.7 Summary

A method to pseudonymize speech is described that is both deterministic and adjustable. The method can pseudonymize speech samples with only a few hundred seconds of speech of the source speaker by altering the voice source related, vocal tract system related and speaking rate information. ABX pilot listening tests demonstrated that the pseudonymized samples are largely unidentifiable for human listeners. However, the deterministic nature of the procedure compels caution and measures to counter re-identification should be considered before applying the procedure. An evaluation at the 2020 VoicePrivacy challenge showed that the method pseudonymizes utterances better than the McAdams method provided by the challenge and is inferior to the neural source-filter based baseline. However, in terms of a phone posterior feature-based intelligibility measure computed using only the acoustic model, the proposed method is comparable to the neural source-filter based baseline. Ablation studies analysing the role of different processing steps in the proposed approach revealed that the alteration of vocal tract system related information plays a major role in anonymizing the speaker's identity. Furthermore, the studies also revealed that the pseudonymization process can be partially reversed, assuming the target speaker information such as, VTL, formant information are computable. A formant track analysis investigating the preservation of articulatory information in pseudonymized speech showed promising results with a somewhat better correlation between the original and pseudonymized speech for the proposed method than for the baseline McAdams approach. Finally, in a case study on dysarthria, it was found that pathological speech evaluation after pseudonymization could be feasible; the results were, however, speaker dependent.
Conclusions and future directions

This thesis focused on incorporation of prior knowledge for several speech assessment tasks related to non-verbal and verbal components of speech communication.

We first investigated directly modelling of raw waveform using CNNs for several speech assessment tasks in a non-verbal or paralinguistic setting, viz. Styrian and Arabic dialect identification, prediction of perceived non-expert speech fluency ratings and depression detection from speech. Investigations showed the feasibility of employing the automatic feature learning method in all the tasks investigated, as opposed to using handcrafted features and classifiers. Our investigations showed that the kernel width of the first convolution layer (subsegmental or segmental) has an impact on the performance. Specifically, we found that, with no prior knowledge introduced, the segmental modelling approach yielded improved systems for fluency prediction and depression detection tasks.

We then investigated methods to introduce knowledge related to voice source into the CNN-based end-to-end acoustic modelling approach. We showed that this can be achieved by filtering the speech signal based on source-system decomposition or zero frequency filtering and feeding the filtered signal as input to the CNNs. Experimental studies showed utility of the proposed approach for speech fluency prediction and depression detection tasks, where the changes in voice source characteristics provide vital information. The analysis of the filters of the first convolution layer also indicated that the best performing CNNs tend to give emphasis to low frequency regions that predominantly carry voice source related information. Furthermore, on the depression detection task, a whole network analysis by the extraction of relevance signal, through guided backpropagation, demonstrated that the subsegmental CNN tends to focus on both the glottal closure instants as well as fundamental frequency information. These observations are further interesting, since the conventional approach of extracting hand-crafted voice source related features and modelling them yields systems with inferior performance. Also, in a recent work, it has been shown that this approach can be extended to Dementia detection as well (Cummins et al., 2020; Villatoro-Tello et al., 2021, accepted for publication). On the Styrian dialect identification task, the proposed approach yielded inferior systems. This is consistent with the literature that the Styrian dialects lack
distinction in their pitch patterns.

We investigated incorporating articulatory features, that relate to the perception of linguistic units and the production of speech through movement of articulators, through transfer learning for end-to-end speech assessment. Our investigations showed that the proposed approach yields improved systems for dialect identification without the use of explicit linguistic resources of the target language. Our investigations on Arabic dialect identification task showed that the transfer learning approach could be also extended to the case where hand-crafted features are fed as input to the neural networks. On the fluency prediction and depression detection tasks, the proposed approach yielded inferior systems when compared to the conventional approach of modelling vocal tract system related hand-crafted features. One potential reason for this could be that the proposed approach models fixed length information and aggregates the frame-level predictions for the final decision making, while the conventional approach first aggregates the hand-crafted features at utterance level and then models them to make a decision. An investigation along these lines is open for future research. It is worth pointing out that the proposed approach has been also extended to the prediction of degree of sleepiness (Fritsch et al., 2020).

On the verbal component side, this thesis showed that linguistic segment level information can be effectively incorporated into the training of neural networks, through cost functions based on confidence measures, to enhance phone posterior probability estimation. Experimental studies showed that such a training yields better correlations of the predicted intelligibility scores with the human rated subjective scores, as well as better ASR performance, compared to the systems employing neural networks trained with frame-level cross-entropy criterion.

In the context of privacy preservation, we proposed a deterministic and adjustable signal processing method that can pseudonymize a speaker’s speech samples by altering their voice source related, vocal tract system related and speaking rate parameters. ABX pilot listening tests demonstrated that the pseudonymized samples are largely unidentifiable for human listeners. Investigations in terms of ASR and ASV on the VoicePrivacy challenge data showed that the method pseudonymizes utterances better than the comparable McAdams method and is inferior to the neural source-filter baseline. The method was then validated on intelligibility assessment using the phone posterior feature approach, where the proposed method proved comparable to the neural source-filter based baseline. Ablation studies of the proposed pseudonymization approach revealed that the vocal tract system carries the most identifiable information of speakers. Furthermore, we investigated dysarthria classification on pseudonymized pathological and healthy speech, which revealed that such assessment could be feasible; the results were, however, speaker dependent.

9.1 Directions for future research

Here we list a few possible directions for future research.
Conclusions and future directions

- The end-to-end acoustic modelling approach for speech assessment investigated in this thesis typically modelled fixed length input of about 250 ms and aggregated the output probability for decision making. This may have limitations, as modelling just fixed length speech signals may not be sufficiently informative for different speech assessment tasks. It would be interesting to investigate neural architectures that aggregate information over time, similar to stats pooling, as done in the Arabic DID task. Furthermore, it would be also interesting to investigate the combination of such a modelling method with fixed length speech signal modelling, as they may provide complementary information.

- In recent years, neural embedding extraction from speech signals and their usage has gained attention. In this direction, it would be worth investigating the embeddings extracted with minimal prior knowledge and through incorporation of prior knowledge for speech assessment.

- In this thesis, speech signals were pseudonymized and then assessed in terms of speech intelligibility and speaker obfuscation through speaker verification. However, as noted in Chapter 1 and discussed in Chapter 8, there is also a need to preserve all the other conveyed information apart from the spoken message. One way to effectively attain this would be by developing a closed-loop framework that performs speech analysis-synthesis in an iterative manner: synthesis of pseudonymized samples and a battery of speech assessment tasks that analyse and ascertain whether the information beyond speech intelligibility is preserved.
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- [GitHub](github.com/dspavankumar/keras-kaldi)

**Low-Rank CNN** · R&D, Keras · 2018

- An implementation of rank decomposition to show redundancy in convolution operations.
- [GitHub](github.com/idiap/LR-CNN)

**Compute MFCC** · Development, C++ · 2016

- This code computes MFCCs from wave files, and is written in C++11 using STL.
- [GitHub](github.com/dspavankumar/compute-mfcc)
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