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Abstract—In the context of hybrid HMM/MLP Automatic Speech Recognition (ASR), this paper describes an investigation into a new type of stochastic phone space transformation, which maps “source” phone (or phone HMM state) posterior probabilities (as obtained at the output of a Multilayer Perceptron/MLP) into “destination” phone (HMM phone state) posterior probabilities. The resulting stochastic matrix transformation can be used within the same language to automatically adapt to different phone formats (e.g., IPA) or across languages. Additionally, as shown here, it can also be applied successfully to non-native speech recognition. In the same spirit as MLLR adaptation, or MLP adaptation, the approach proposed here is directly applying multi/cross-lingual adaptation of phones, specifically crafted on particular acoustic realizations of phonemes, with specific stationarity properties, which are then referred to as phones. Phones are then modeled by context-dependent or context-independent HMMs. As a consequence of this, it is often difficult to define a phonetic set that is unique to a specific language, and universally used across different ASR systems. Whilst most phonetic representations such as SAMPA [1] and ARPABET [2] can be represented using the International Phonetic Alphabet (IPA) [3], the underling phonetic lexicons do not necessarily use the same subset of IPA symbols.

Furthermore, even in the context of well defined phone sets, training phone HMM models remains a challenging task given the high pronunciation variability of words (within the same language), as well as the variability of the acoustic realization of the “same” phone class, within and between languages, or in the case of accented speech (often borrowing phone realizations from two different languages). Several approaches have already been proposed to tackle this pronunciation variability, and to automatically adapt (in a supervised, loosely supervised, or unsupervised manner) phone HMM state emission probabilities from one (source) domain to a (destination) domain, possibly covering accented speech. As further discussed in Section II, those approaches include, among others, Probabilistic Phone Mapping (PPM) [4], Probabilistic Acoustic Mapping (PAM) [5], Maximum Likelihood Linear Regression (MLLR) [6], [7], Maximum A Posteriori adaptation (MAP) to non-native ASR [8], [9], linear MLP output or Linear Hidden Network (LHN) transformation [10].

In this paper, we propose an alternative approach, tackling some of the issues related to the acoustic modeling and multi/cross-lingual adaptation of phones, specifically crafted for HMM/MLP systems, and working directly with posterior distributions. More specifically, the phone variability problem is addressed here in the context of challenging non-native speech recognition tasks, where we also encounter phone set mismatch problems, as well as multi- and cross-lingual phone transformation requirements. The approach investigated here is indeed applied to non-native (English) speech recognition, adapting generic phone class sets initially trained on a large amount of English data, and adapted on a small amount of “destination” data to recognize accented speech (in different languages).

In such a context, and in addition to phone variability briefly discussed above, the approach proposed here can also handle (intra/inter-task, as well as intra/inter-lingual) phone set mismatches, and comparisons will be reported against conventional “manual” phone mapping (based on minimum linguistic expertise). Indeed, lexical resources that are distributed along with the databases can differ greatly, depending upon the defi-
nition and number of phones, as well as the notation adopted. One way to handle such problems is to select one notation and have a large lexicon that covers all the possible words. Since spoken language continuously evolves, new words need to be added regularly. An alternate solution is to perform a one-to-one mapping between the phone symbols. Such mappings are usually manually defined or derived in a data-driven way. However, a one-to-one mapping between different notations may not always exist. Also, as already reported by Sim [5] on an inter-lingual task and shown later in Section V for intra- and inter-lingual tasks, even if such a mapping exists, it could be detrimental to the system. The reason for this is partly related to acoustic modeling. We suppose that there exists an acoustic space that contains all acoustic observations that are involved in the human speech production process. During acoustic modeling, a specific phone set implicitly partitions this acoustic space into subspaces, each associated with a particular phone class. Of course, two different phone sets can partition the same acoustic space differently, which will not be taken into account during one-to-one mapping.

Finally, we decided to focus the present work, and evaluate the proposed approach, in the context of accented (English) speech recognition, and see how multilingual data can be most effectively exploited in this context. Indeed, cross-lingual ASR studies often mainly focus on the recognition of speech from native speakers, while effectively recognizing speech from both native and non-native speakers is still recognized as a major challenge. Usually, pronunciation lexicons are created by only taking into account how native speakers pronounce the words. Even then, it is known that acoustic realizations of the same phone exhibit high variability, thus, a considerable amount of data is necessary to properly train the models. Modeling variability of the acoustic realizations becomes even more challenging if we have to deal with non-native and accented speech. The main reason is the influence of the native language on the target language sound pronunciation [11].

In previous work [12], we boosted non-native ASR performance by transforming multilingual class probabilities conditioned on the acousticics into monolingual class probability estimates of a target language. More specifically, we first created a universal set, by merging phones that share the same IPA symbol, and then trained universal acoustic models with data from five European languages. Given an entirely new target database, along with the lexical resources, the relation between the universal phone classes and the target phone set was learned by using a Kullback–Leibler divergence based HMM. The learned relation can be seen as a data-driven soft mapping between two sets that takes the acoustics into account. During recognition, the resulting stochastic mapping was then exploited to transform the conditional posterior probabilities of the universal phone classes into estimates of posterior probabilities of the phones belonging to the target database.

After a discussion of related work by others (Section II), we generalize the initial work [12] and cast it into a more rigorous theoretical framework in Section III. The training and recognition algorithms are derived in Section IV. The paper then explores mono-, cross- and multi-lingual stochastic transformations, and compares them with manual mapping and data-driven hard mapping (Sections V and VI). Results on a standard multi-lingual/accented database show that the proposed approach significantly outperforms manual and data-driven hard mappings. Furthermore, the experimental studies reveal that the transformed universal emission probabilities yield significant improvement compared to all other systems.

In Section VII, we then discuss the relationship between the proposed approach and related work such as PAM [5], MLLR [6], [7], LHN [10], semi-continuous hidden Markov models [13], or the estimation of language-independent acoustic models as presented by Schultz and Waibel [14] in more detail.

II. RELATED WORK

Standard ASR systems typically make use of phonemes as subword units. A phoneme is defined as the smallest sound unit of a language that discriminates between a minimal word pair [15, p. 310].

Humans are able to produce a large variety of acoustic sounds which linguists have categorized into segments called phones. Phones are not necessarily the smallest units to describe sounds but they represent a base set that can be used to describe most languages [15]. Those phone (phonetic) segments are also more stationary, hence more amenable to statistical modeling. We assume in this paper that all phones across speakers and languages, share a common acoustic space $\mathcal{X}$ (e.g., the acoustic space that could be “theoretically” covered by a human articulatory system). Of course, no single language makes use of all phones, and most languages only partially cover $\mathcal{X}$.

Therefore, as visualized in Figure 1, we assume here that for two different languages two different sets of phone classes partition the same acoustic space differently, and we define:

- A source set consisting of $S$ phone classes $s^k$, $k = 1, \ldots, S$
- A target (destination) set consisting of $D$ phone classes $d^\ell$, $\ell = 1, \ldots, D$
The phone classes can for example be phonemes as defined by linguists or context-dependent states that are usually used in state-of-the-art ASR systems. The assumption of a common acoustic space $\mathcal{X}$ is reasonable and usually underpins the approaches based on the pooling/adaptation of acoustic models from multiple languages [16].

Rottland and Rigoll [17] presented the tied posteriori approach, which considers the special case where the $S$ source classes are context-independent monophones and the target classes are context-dependent triphones, both from the same language. In the present work, we focus on stochastic transformations in general, especially across languages. Furthermore, as we will describe later, we estimate the stochastic transformation matrix differently by directly using phone class posteriors instead of converting them to likelihoods and applying the maximum likelihood adaptation.

Schultz and Waibel [14] proposed an HMM-based method to estimate language-independent acoustic models. In a conventional HMM/GMM framework, each state is modeled with a mixture of Gaussian distributions. If the IPA symbol set of two context dependent states from different languages is the same, the training data of all involved languages is then used for the estimation of the Gaussian components (means and variances). The mixture weights, however, are trained for each language individually. Hence, the approach involves a transformation in the sense that each (multilingual) universal phone class has a pool of $S$ Gaussians. The universal phone class model is then transformed to a language specific model by estimating language dependent weights. Our work focuses on hybrid HMM/MLP systems and not on standard HMM/GMM systems, but we will show later that the proposed method is closely related to conventional Gaussian mixture based semi-continuous HMM systems.

Sim and Li [4] proposed (explicit) one-to-one Probabilistic Phone Mapping (PPM) that makes use of explicit phonetic reference transcriptions (in the form of target classes) and outputs of a phone recognizer that uses source classes. As a result, PPM maps each target class to the most similar source class.

Sim [5] extended PPM to Probabilistic Acoustic Mapping (PAM) for hybrid HMM/MLP ASR systems that allows implicit transformation of source posteriors into target posteriors. The approach proposed here is similar in spirit to PAM. Both approaches are based on posterior space transformations and we compare them in detail in Section VII. Our approach is crafted into a principled theoretical formalism, allowing for EM/Viterbi-like iterative training to optimize a global KL-criterion, which is shown to be more appropriate to posterior features on the investigated non-native English database (see Section VII).

Similarly to PAM, hidden feature transformation [10] can be used to improve non-native ASR. More specifically, in a hybrid HMM/MLP framework, a linear transformation is applied to the activation of an internal layer of the MLP. The transformation is performed with a linear hidden network (LHN) which is trained with the standard MLP error back-propagation algorithm. However, since a hidden layer is adapted, LHN is bound to a fixed phoneme set.

Various studies applied acoustic model transformations to non-native ASR in the form of conventional adaptation techniques such as MLLR [6], [7] or MAP [8], [9]. More recently, combining acoustic model transformation and pronunciation modeling for non-native ASR was also investigated [18]. For acoustic model transformation, MAP and model re-estimation were evaluated and combined with pronunciation modeling that was based on phonetic rule extraction. For each sentence of the a non-native database, the canonical transcription was compared to the transcription given by a phonetic recognizer. However, if the mother tongue of the (non-native) speaker was unknown, MAP and model re-estimation alone performed better than in combination with pronunciation modeling.

In this study, we investigate a new approach to map conditional phone class probabilities from a source set to a target set, given acoustic observations. In general, we consider the source and target phone class sets to be defined in different languages (although the similar idea of stochastic mapping could also be applied to two different sets of the same language). It is evident that sets of phone classes of foreign languages have a different coverage of the acoustic space $\mathcal{X}$. In the experimental section, we will see that two different phone class sets of the same language also provide different coverage of $\mathcal{X}$. We will also compare our method to standard adaptation techniques on the HIWIRE database (non-native English).

### III. Stochastic Phone Space Transformation

In the context of hybrid HMM/MLP recognizers, stochastic phone space transformation can be formulated as follows. Given an MLP (of parameters $\Theta_S$) trained to estimate source phone class posterior probabilities conditioned on acoustic observations, we aim to perform ASR on a target database that makes use of a target phone class set. Of course, the “source” MLP $\Theta_S$ could also have been trained on a mixture of languages to make it more amenable to cross-language adaptation/training.

Mapping source phone class posteriors into target phone class posteriors then requires the training of a stochastic matrix of parameters $\Theta_M$ instead of an MLP, which, together with the fixed $\Theta_S$ will parameterize target phone class posterior distributions used as emission probabilities in the HMM/MLP recognizer. During the training of $\Theta_M$, we thus assume to have access to a limited amount of target language training data $x = \{x_1, \ldots, x_T\}$, which is not labeled in terms of source phone classes but only in terms of target phone classes. Furthermore, we assume that no target phone class segmentation is available (i.e., we can associate a target phone class sequence with $x$, but we have no labeling for every $x_t$). The proposed approach will exploit a target HMM where the states (hidden variables) are associated with the target phone class sequence (with posterior distributions resulting from the stochastic mapping of the source posteriors).

#### A. Definitions

Given an acoustic sequence $x = \{x_1, \ldots, x_T\}$ drawn from the acoustic space, where $x_t$ is an acoustic feature
Categorical outputs / source classes $S − \text{Number of ... a34a01}$

1) The source MLP posteriors $P(s^k_t|x_t, \Theta)$, simply estimated by presenting $x_t$ (possibly together with some temporal context) at the input of the MLP $\Theta_S$, and

2) the conditional target posterior $P(d^k_t|x_t, \Theta_M)$, conditional on the current input $x_t$ and latent variable $s^k_t$ denoting the specific (hidden) HMM source state $s^k$ visited at time $t$.

Indeed, we can formulate the problem of estimating target phone class posteriors conditioned on the acoustic observation $x_t$ at time $t$, the parameters $\Theta_M$ of the target HMM, and the parameters $\Theta_S$ of the source MLP as follows:

$$P(d^k_t|x_t, \Theta) = \sum_{k=1}^{S} P(d^k_t|s^k_t, x_t, \Theta)P(s^k_t|x_t, \Theta)$$

(1)

$$= \sum_{k=1}^{S} P(d^k_t|s^k_t, \Theta_M)P(s^k_t|x_t, \Theta_S)$$

(2)

where $\Theta = \{\Theta_S, \Theta_M\}$, and where we have made the following assumptions:

- The conditional probability $P(d^k_t|s^k_t, x_t, \Theta)$ can be seen as a similarity measure between a source class $s^k$ and a target class $d^k$. It can thus be assumed time invariant and independent of the acoustic observation $x_t$ at time $t$.

- The source phone class posteriors $P(s^k_t|x_t, \Theta)$ are obtained with the MLP\(^1\) that was previously trained on an independent, frame-level labeled, database that may contain speech of the same language, a different language, or from multiple languages. Since frame-level labeling is available for the source database, the source phone class posterior probability estimates are considered independent of $\Theta_M$.

During recognition (see Section IV-B), the target phone class posterior estimates $P(d^k_t|x_t, \Theta)$ can be used to perform ASR on the target database.

Since the states of the target HMM (parameterized by $\Theta_M$, in addition to the fixed $\Theta_S$ coming from the source training) will be associated with the target phone class sequence, we can only estimate $P(d^k_t|s^k_t, \Theta_M)$ from the source posteriors $P(s^k_t|d^k_t, \Theta_M)$. Applying Bayes’ rule to $P(d^k_t|s^k_t, \Theta_M)$ in (2) yields:

$$P(d^k_t|x_t, \Theta) = \sum_{k=1}^{S} \frac{P(s^k_t|d^k_t, \Theta_M)P(d^k_t|\Theta_M)}{\sum_{\ell=1}^{D} P(s^k_t|d^k_t, \Theta_M)P(d^k_t|\Theta_M)}P(s^k_t|x_t, \Theta_S)$$

(3)

Given $P(s^k_t|x_t, \Theta_S)$, the estimation of $P(d^k_t|x_t, \Theta)$ thus requires us to estimate the conditional probability $P(s^k_t|d^k_t, \Theta_M)$ and the prior probability $P(d^k_t|\Theta_M)$.

\(^1\)The MLP takes a temporal context of $c$ preceding and following frames into account (we usually set $c = 4$). However, for the ease of notation, we just write $P(s^k_t|x_t, \Theta)$. 

**B. Estimation of the conditional probability $P(s^k_t|d^k_t, \Theta_M)$**

Estimation of $P(s^k_t|d^k_t, \Theta_M)$ will be performed through an iterative Viterbi segmentation-optimization training procedure. As illustrated in Figure 2, this requires that we first forward pass all the training data $x$ through the source MLP $\Theta_S$ to obtain $P(s|x_t, \Theta_S)$, $\forall t \in 1, \ldots, T$, as:

$$P_t = P(s|x_t, \Theta_S) = \begin{bmatrix} P(s^1_t|x_t, \Theta_S) \\ \vdots \\ P(s^S_t|x_t, \Theta_S) \end{bmatrix} = \begin{bmatrix} P_{t,1} \\ \vdots \\ P_{t,S} \end{bmatrix}$$

We then use $P_t$, with $t = 1, \ldots, T$, as observed feature vectors for the target HMM, alongside with the target phone class transcriptions, to train the HMM parameters $\Theta_M$.

In the simplest case, the target HMM uses one state per target class $d^k$ in a *left-to-right* structure, which is obtained from the destination phone class transcriptions. In Figure 2, e.g., we consider an utterance that can be transcribed as $ld^1l ld^2l ld^3l$. In this illustrative case, the associated HMM has five states including non-emitting start and end states. However, the presented algorithm is not limited to such simple HMM structures, but allows more complex ones such as using three states per phone class. For the ease of notation, and without loss of generality, we limit ourselves to the simplest case (one state per phone class) in the following derivations.

Each target HMM state $d^k$, with $\ell \in \{1, \ldots, D\}$ ($D$ being the number of HMM states), is thus parametrized by

**Categorical state distributions**

$$Q^t_s$$

**Target HMM $\Theta_M$**

$$\begin{array}{c}
\text{Source MLP $\Theta_S$}
\end{array}$$

$$\begin{array}{c}
\text{Acoustic observation (PLP)}
\end{array}$$
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\{x_{t-1}, \ldots, x_t, \ldots, x_{t+1}\}
a categorical distribution \( Q^\ell \).

\[
Q^\ell = P(x|d^\ell, \Theta_M) = \left( \begin{array}{c} P(s_1^\ell|d^\ell, \Theta_M) \\ \vdots \\ P(s_S^\ell|d^\ell, \Theta_M) \end{array} \right) = \left( \begin{array}{c} Q_1^\ell \\ \vdots \\ Q_S^\ell \end{array} \right)
\]

A categorical distribution is a multinomial distribution where only one sample is drawn. The dimensionality of \( Q^\ell \) is \( S \), the total number of source classes.

Of course, transition probabilities \( a_{ij} \), to go from state \( i \) to state \( j \), should also be parameters of the target HMM, \( \Theta_M = \{Q^\ell, a_{ij}\} \). However, we fixed them to constant values of 0.5 (except for \( a_{01} = 1 \)), as is usually done in hybrid HMM/MLP systems.

The trained HMM can be used to assign each \( x_t \) with an acoustic subspace \( X_d(\ell) \), as presented in Section IV. Prior probabilities \( P(d^\ell|\Theta_M) \) can thus be estimated as the relative count of acoustic vector observations \( x_i \) that are associated with \( X_d(\ell) \), i.e.:

\[
d(P_t, Q^\ell) = \sum_{k=1}^{S} P(s^\ell_t|x_t, \Theta_S) \log \frac{P(s^\ell_t|x_t, \Theta_S)}{P(s^\ell_t|d^\ell, \Theta_M)}
\]

The local score \( d(P_t, Q^\ell) \) is not symmetric and we discuss the choice of \( d(P_t, Q^\ell) \) as opposed to \( d(Q^\ell, P_t) \) in Section VII. The resulting HMM is referred to as KL-HMM [19], which can be trained with a Viterbi optimization algorithm as presented in Section IV.

C. Estimation of the prior probability \( P(d^\ell|\Theta_M) \)

The trained HMM can be used to assign each \( x_t \) with an acoustic subspace \( X_d(\ell) \), as presented in Section IV-A1. Prior probabilities \( P(d^\ell|\Theta_M) \) can thus be estimated as the relative count of acoustic vector observations \( x_i \) that are associated with \( X_d(\ell) \), i.e.:

\[
P(d^\ell|\Theta_M) = \frac{|\{x_i| x_i \in X_d(\ell)\}|}{\sum_{j=1}^{D} |\{x_i| x_i \in X_d(j)\}|}
\]

where the operator \(|.|\) stands for the cardinality of a set.

IV. IMPLEMENTATION

The categorical distributions \( Q^\ell \) can be learned using an iterative Viterbi segmentation-optimization scheme. The cost function can be defined by integrating the local score, given in (4), over time \( t \) and states \( \ell \), resulting in

\[
F(P, Q) = \sum_{t=1}^{T} \sum_{\ell=1}^{D} d(P_t, Q^\ell) \delta^\ell_t
\]

where the Kronecker delta \( \delta^\ell_t \), defined as:

\[
\delta^\ell_t = \begin{cases} 
1, & \text{if } x_t \in X_d(\ell) \\
0, & \text{if } x_t \notin X_d(\ell)
\end{cases}
\]

with \( X_d(\ell) \) being the acoustic subspace that corresponds to a target class \( d^\ell \).

A. Training

As illustrated in Algorithm 1 below, the training consists of iteratively minimizing the cost function in (6) in the \( Q^\ell \) space (optimization step) and \( \delta^\ell_t \) space (segmentation step) respectively. The segmentation is obtained by Viterbi forced alignment (Section IV-A1). We run the algorithm until convergence. Of course, convergence can easily be proved since at every segmentation and re-estimation step the same cost function is minimized, respectively in the \( Q^\ell \) space (re-segmentation) and \( \delta^\ell_t \) (re-estimation).

Algorithm 1 HMM Training

Step 0: Initialization of \( Q^\ell_k \)

for all \( \ell \in \{1, \ldots, D\} \) and \( k \in \{1, \ldots, S\} \) do

\[
Q^\ell_k = \begin{cases} 
\frac{1}{S}, & \text{if } d^\ell \notin \text{Source set } \Phi \\
1 - (S - 1)\varepsilon, & \text{if } d^\ell \in \Phi \text{ and } s^k = d^\ell \\
\varepsilon, & \text{if } d^\ell \in \Phi \text{ but } s^k \neq d^\ell
\end{cases}
\]

\( \varepsilon \) being small, but positive

end for

Step 1: Segmentation:

Given \( P_t, \forall t \), perform forced alignment to assign each \( x_t \) to one \( X_d(\ell) \) such that \( F(P, Q) \) is minimized.

Step 2: Optimization:

for all \( \ell \in \{1, \ldots, D\} \) do

Given \( P_t, \forall t^* \) such that \( x_t^* \in X_d(\ell) \), use (9) to estimate \( Q^\ell_k \).

end for

Iterate step 1 and 2 until convergence

1) Segmentation: To associate each \( x_t \) with one of the acoustic subspaces \( X_d(\ell) \), (and as a consequence \( P_t \) to \( Q^\ell \) ) the HMM aligns the source phone class posterior probability \( P_t \) with the states by minimizing \( F(P, Q) \), given in (6).

2) Optimization: Each \( P_t \) is used to update a particular categorical distribution \( Q^\ell \).

To minimize \( F(P, Q) \) subject to the constraint that \( \sum_{k=1}^{S} Q^\ell_k = 1 \), we introduce the Lagrange multiplier \( \lambda \) and take the partial derivative of the resulting function with respect to each variable \( Q^\ell_k \) and set it to zero:

\[
\frac{\partial}{\partial Q^\ell_k} F(P_t, Q^\ell) + \lambda \left( \sum_{k=1}^{S} Q^\ell_k - 1 \right) = 0
\]

Solving (7) yields:

\[
- \sum_{t^*} P(s^k_{t^*}|x_{t^*}, \Theta_S) \frac{P(s^k_{t^*}|d^\ell, \Theta_M)}{P(s^\ell_t|d^\ell, \Theta_M)} + \lambda = 0
\]

where the sum extends over all \( t^* \) such that \( x_{t^*} \in X_d(\ell) \).

Hence:

\[
P(s^k_{t^*}|d^\ell, \Theta_M) = \frac{1}{\lambda} \sum_{t^*} P(s^k_{t^*}|x_{t^*}, \Theta_S)
\]

The sum to one constraint \( \sum_{k=1}^{S} Q^\ell_k = 1 \) guarantees:

\[
\sum_{k=1}^{S} P(s^k_{t^*}|d^\ell, \Theta_M) = \frac{1}{\lambda} \sum_{k=1}^{S} P(s^k_{t^*}|x_{t^*}, \Theta_S) = 1
\]
Solving (8) for $\lambda$ yields:

$$\lambda = \sum_{v' \in \mathcal{V}^*} \sum_{k=1}^{S} P(s^t_k| x_{t^*}, \Theta_S) = \sum_{v' \in \mathcal{V}^*} 1 = |\{x_i| x_i \in \mathcal{X}_d(\ell)\}|$$

We thus obtain:

$$P(s^k| d^t, \Theta_M) = \frac{1}{|\{x_i| x_i \in \mathcal{X}_d(\ell)\}|} \sum_{v' \in \mathcal{V}^*} P(s^t_k| x_{t^*}, \Theta_S)$$

(9)

3) Initialization: For initialization, we may make use of prior knowledge as described below. However, experiments have shown that uniform initialization will usually yield similar results, although with slower convergence.

If the source and target classes are both phonemes and the IPA symbol of the destination class $d^t$ is not present in the source set, $Q^t$ is initialized uniformly. If the IPA symbol of $d^t$ and $s^k$ are same however, all the components of $Q^t$ are set to a small positive value $\varepsilon$ except for the corresponding component $Q^t_k$ which is set to $1 - (S - 1)\varepsilon$. Since the cost function involves the computation of the KL divergence between $P_t$ and $Q^t$, given in (4), we need to ensure that $Q^t$ does not contain zeros.

B. Recognition

Given an acoustic test sequence $x = \{x_1, \ldots, x_T\}$, we first use the source MLP $\Theta_S$ to estimate the source posteriors $P_t = P(s|x_{t^*}, \Theta_S)$. Then, we use the above described target HMM (see Figure 2) for decoding, using reference posterior vectors $Q^t$ as HMM parameters and KL-distances between $P$ and $Q$ as local scores. Such a KL-based HMM is often referred to as KL-HMM [19]. More specifically, this is equivalent to performing a standard Viterbi decoding with the following local distance, $\Delta_{l^*, t}$, between source posterior $P_t$ and reference posterior $Q^t$.

$$\Delta_{l^*, t} = \sum_{k=1}^{S} \log \left[ \frac{P_{t,k}}{Q_{l^*}} \right] P_{t,k}$$

(10)

This recognition technique involves an implicit stochastic phone space transformation depending on $Q^t$ and $P_t$.

V. EXPERIMENTAL SETUP

We study the proposed approach by applying it to non-native speech recognition. We start with the hypothesis that the stochastic phone space transformation is beneficial for non-native and accented speech because we can train the source MLP ($\Theta_S$) with large amounts of (multilingual) data and then handle the variability in pronunciations with relatively small amounts of data by learning the transformation parameters $\Theta_M$. Therefore, we estimate source phone class posteriors on databases that contain native speech of five different languages. We estimate language specific phone class posteriors as well as universal phone class posteriors that are trained on the data of all five languages. The non-native target database uses a different phonetic lexicon, thus the estimated phone class posteriors need to be transformed. We first describe the estimation of the source posteriors along with the databases that are used and then we describe the non-native target database as well as the phone class posterior transformation. For the sake of comparison, we also describe a system only trained on non-native speech at the end of the section.

A. Source posteriors

We consider six different source sets, five monolingual phone sets and a universal phone class set. To estimate the source posteriors $P(s^t_k| x_{t^*}, \Theta_S)$, we investigate seven different MLP-based posterior estimators (trained with QuickNet software [20]), one for each monolingual phone set and, for the purpose of comparison, two for the universal phone class set.

To train the seven posterior estimators, we used recordings from SpeechDat(II) in five different languages. The SpeechDat(II) databases contain native speech and are gender-balanced, dialect-balanced according to the dialect distribution in a language region and age-balanced. The databases were recorded over the telephone at 8 kHz and are subdivided into different corpora. We only used Corpus S, that contains ten read sentences per speaker. For the MLP training, we split the databases into training (1500 speakers), development (150 speakers) and testing (350 speakers) sets, according to the procedure described in [21].

The training data were used to train five monolingual MLPs on British English (MLP EN), Spanish (MLP ES), Italian (MLP IT), Swiss French (MLP SF) and Swiss German (MLP SZ) respectively. Two MLPs were trained to estimate universal phone class posteriors. Since all the SpeechDat(II) dictionaries use SAMPA symbols, we merged phonemes that share the same SAMPA symbol across languages to build the universal phone class set. MLP UNI (universal MLP) was trained on all the data and MLP sUNI (small universal MLP) used only one fifth of the data (randomly chosen, to match the average amount of training data available to the monolingual MLPs).

All the MLPs were trained from 39 Mel-Frequency Perceptual Linear Prediction (MF-PLP) features ($C_0-C_{12}+\Delta+\Delta\Delta$) in a nine frame temporal context (four preceding and following frames), extracted with HTK [22], as input. The number of parameters in each MLP was set to 10% of the number of available training frames. Table I summarizes all systems and also shows the frame accuracies on the development data.

<table>
<thead>
<tr>
<th>System</th>
<th>Source set</th>
<th>S</th>
<th>TRN data</th>
<th>DEV acc.</th>
</tr>
</thead>
<tbody>
<tr>
<td>MLP-EN</td>
<td>SAMPA English</td>
<td>45</td>
<td>12.4 h</td>
<td>58.8%</td>
</tr>
<tr>
<td>MLP-ES</td>
<td>SAMPA Spanish</td>
<td>32</td>
<td>11.3 h</td>
<td>73.2%</td>
</tr>
<tr>
<td>MLP-IT</td>
<td>SAMPA Italian</td>
<td>52</td>
<td>11.5 h</td>
<td>68.6%</td>
</tr>
<tr>
<td>MLP-SF</td>
<td>SAMPA French</td>
<td>42</td>
<td>13.5 h</td>
<td>65.5%</td>
</tr>
<tr>
<td>MLP-SZ</td>
<td>SAMPA German</td>
<td>59</td>
<td>14.1 h</td>
<td>66.4%</td>
</tr>
<tr>
<td>MLP-3UNI</td>
<td>Universal</td>
<td>117</td>
<td>12.7 h</td>
<td>52.0%</td>
</tr>
<tr>
<td>MLP-UNI</td>
<td>Universal</td>
<td>117</td>
<td>63.0 h</td>
<td>57.5%</td>
</tr>
<tr>
<td>MLP-AE</td>
<td>ARPABET English</td>
<td>38</td>
<td>2.4 h</td>
<td>58.2%</td>
</tr>
</tbody>
</table>

TABLE I

OVERVIEW OVER THE SEVEN DIFFERENT PHONE CLASS POSTERIOR ESTIMATORS. THE TOTAL AMOUNT OF TRAINING DATA, THE FRAME ACCURACY ON THE DEVELOPMENT DATA, AS WELL AS THE SOURCE SET INCLUDING THE NUMBER OF CLASSES (5) ARE GIVEN.
B. Target posteriors

To study the proposed approach, we used the HIWIRE [8] database. HIWIRE is a non-native English speech corpus that contains English utterances pronounced by natives of France (31 speakers), Greece (20 speakers), Italy (20 speakers) and Spain (10 speakers). The utterances contain spoken pilot orders made up of 133 words and the database also provides a grammar with a perplexity of 14.9. The dictionary is in CMU format and makes use of 38 ARPABET phonemes. HIWIRE consists of 100 recordings per speaker, of which the first 50 utterances are commonly defined to serve as adaptation data and the second 50 utterances as testing data.

Since HIWIRE was recorded at 16 kHz, the recordings were down-sampled to 8 kHz to match the recording conditions of the SpeechDat(II) data. Then, the same MF-PLP feature analysis was applied and passed through each of the seven MLPs (MLP-EN, MLP-ES, MLP-IT, MLP-SF, MLP-SZ, MLP-UNI and MLP-UNI) to estimate source posteriors \( P(s|x_t, \Theta_S) \).

To perform recognition on the HIWIRE adaptation set, we estimated \( P(s|x_t, \Theta_M) \) on the adaptation data. For the ease of notation we limited ourselves to one state per phone class in Section III. For the experiments however, we used three states per class.

We tuned the word insertion penalty on the adaptation data and then used the test set for evaluation.

C. Training on non-native data

For the sake of comparison, system MLP-AE was trained on the HIWIRE adaptation set, i.e. an MLP was directly trained on the HIWIRE data set to estimate target phone class posteriors \( P(d_t^s|x_t) \). Therefore system MLP-AE does not involve an HMM-based transformation. During MLP training, 90% of the adaptation data was used for training and the remaining 10% for validation.

The training of an MLP requires frame-based alignments. However, no alignments were available for HIWIRE. Therefore, we performed forced alignment. Since we did not have acoustic models for the target classes, we used the best performing transformed models (MLP-UNI) for the alignment. System MLP-AE is a standard hybrid system and therefore also uses the forced alignment to estimate prior probabilities.

VI. RESULTS

We investigated all the systems described in Table I. For the significance tests, we used the bootstrap estimation method [23] and a confidence interval of 95%.

A. Native English training data

First, we considered phone space transformations within the target language and compared the performance of MLP-EN, trained on native English data, to studies from other researches on the HIWIRE database and to system MLP-AE which was trained on 2.4 hours of non-native English.

As shown in Table II, system Seguera [8], supplied with the database, is a standard HMM/GMM ASR system [24] that uses Mel-Frequency Cepstral Coefficients with Cepstral Mean Subtraction and was trained on the TIMIT database that contains read American English speech, recorded at 16 kHz. The systems Gemello [10] are hybrid systems, trained on TIMIT, WSJ0-1 and vehiclus-ch0 (Gemello 16), and LDC Macrophone and SpeechDat Mobile (Gemello 8). MLP-AE is a hybrid system, that only used the adaptation set, i.e. the MLP was trained on HIWIRE data. MLP-EN was trained on British English SpeechDat(II) data, recorded at 8 kHz, as described in Section V. All systems were evaluated on the same test set so results should be comparable. We hypothesized that system MLP-EN would perform best.

Even though training and evaluating a system on 8 kHz data instead of 16 kHz data is penalizing the performance, as reported in [10] and also shown in Table II, system MLP-EN still performs best. This confirms that the proposed method can successfully exploit the adaptation data and outperform a system only trained on native English data, as well as a system only trained on low amount of non-native speech data.

B. Native non-English training data

We also explored cross-lingual phone space transformations and compared the performance of MLP-ES, MLP-IT, MLP-SF and MLP-SZ on the HIWIRE data. Intuitively, we hypothesized MLP-SF to perform better on French accented data, MLP-ES to perform better on Spanish accents and so on. Additionally, for the sake of comparison, we did not train a system on Greek data (to keep one unseen non-native accent data set for testing). However, we trained a system on Swiss German (MLP-SZ), a non-native accent that is not present in the test data. The resulting monolingual phone class posteriors, trained on different SpeechDat(II) databases, were then converted to 114 English states (38 phones used in the HIWIRE lexicon, each modeled with three states).
Table III shows the number of HIWIRE phone classes that are covered if identical IPA symbols are merged. On average, about 60% of the HIWIRE phone classes are covered by the foreign-languages (compared to 80% for the phonetical lexicon defined by the English SpeechDat(II) database). Therefore, we expected the cross-lingual systems to perform worse than MLP-EN.

Results are presented in Table IV. The best result of each accent is marked bold. Italic numbers point to results that are not significantly worse than the best result.

As expected, MLP-SF performs best on French non-native speech, MLP-IT performs best on Italian non-native speech and MLP-ES performs best on Spanish non-native speech. The Swiss German models do not perform best on any of the accents.

System MLP-IT has the best average performance but, as hypothesized, the performance is significantly worse compared to system MLP-EN. Interestingly, Raab et al. [25] also evaluated native German, Italian, Spanish and French models on HIWIRE data. The performance they reported is lower than what we report here, but Italian still outperformed all other models.

Even though all the systems presented in Table IV perform significantly worse than system MLP-EN, the performance is satisfactory compared to the case when no adaptation data is used (No adapt in Table II) and when only adaptation data is used (MLP-AE in Table II).

C. Multilingual training data

In this section, we present results from multilingual phone space transformations, i.e. MLP-UNI and MLP-sUNI, and compare them to MLP-EN. MLP-EN and MLP-sUNI were trained on similar amounts of data. However, we expect MLP-sUNI to perform better than MLP-EN because it was trained on data from multiple languages. Furthermore, we hypothesize that MLP-UNI performs better than MLP-sUNI and MLP-EN because it was trained on large amounts of multilingual data.

Table V confirms both hypotheses and shows that the proposed approach can be used to transform robust universal phone class posterior to monolingual phone class posteriors and improve ASR performance on non-native speech.

D. Many-to-one and one-to-one mapping

We hypothesize that one-to-one mappings between phonetical lexicons defined by different databases do not exist and expect the stochastic phone space transformation to outperform manual phone mappings as well as automatically determined one-to-one mappings. To investigate this hypothesis, we study the following transformations:

- Cross-lingual phone space transformations
- Multi-lingual phone space transformations

We define a cross-lingual phone transformation to be a transformation from a monolingual phone set (English, Italian, Spanish, Swiss French or Swiss German) to the target ARPABET English phone set. A Multi-lingual phone space transformation is a transformation where the source set consists of multilingual phone classes and the target set is the ARPABET English phone set. In both cases, we model each ARPABET phone with one HMM state (in the sections above we used three states per phone). In this section, we only use one state per phone because we will compare the approach to manual and hard mappings. Their application is not obvious if there are several states per phone.

We propose in (2) to estimate \( P(d_i^t|x_t, \Theta) \) from the posterior estimates \( P(s_k^t|x_t, \Theta_S) \) of all source phones \( s_k^t \) (soft decision). Alternatively, we also perform a one-to-one mapping and take a hard decision, i.e. just consider the most similar target phone. We assume that the optimal one-to-one mapping is a knowledge-driven manual mapping, i.e. mapping each target phone to the source class that shares the same IPA symbol. For each target phone without a matching source class, we manually selected the most similar one according to the IPA chart. For the sake of simplicity, we only applied the manual mapping strategy to MLP-EN, MLP-UNI and MLP-sUNI (most of the HIWIRE phones can be found in the English phone set and the universal phone class set). For information, the manual mapping is given at the end of the paper in Table XI. Bold entries highlight unmatched source and target symbols.

The results of the manual mapping experiments are given in Table VI. Compared to the soft decision, the performance loss is about 10% absolute. In all three cases, there are more source classes than target phones. Therefore, some source posteriors are just discarded. Obviously, that is a suboptimal solution and causes a degradation.

Similarly to PPM [4], we also applied a data-driven one-to-one mapping, yielding:

\[
P(d_i^t|x_t, \Theta) = P(s_{k^*}^t|x_t, \Theta_S) \tag{11}
\]

where the sum in (2) has been replaced by a max operator and where \( k^* = \arg\max_k P(d_i^t|s^k, \Theta_M) \). Consequently, if the number of source classes (\( S \)) and the number of target phones (\( D \)) are different, we can distinguish:
- $D < S$: some source posteriors are discarded
- $D > S$: multiple target phones are mapped to the same source class

Both scenarios are suboptimal for decoding. Table VI shows that the soft decision always performs substantially better than the data-driven hard mapping on the HIWIRE test set. The performance loss of the data-driven mapping is less important if the transformation is applied within the same language. If the transformation is cross- or multi-lingually applied, the performance loss is more important. Earlier studies on cross-lingual transformations also compared hard mapping (PPM) to soft mapping (PAM) and reported similar degradation (20% absolute increase in phone error rate) [5]. If the source and target set differ more, then the source posteriors estimated on the target data (MLP forward pass) tend to be ambiguous. Therefore, the distributions $P(d_i \mid x^k, \Theta_M)$ tend to be more ambiguous as well and miss-mappings can happen more easily. Furthermore, in case of hard mappings, all the probability mass assigned to under-represented classes other than the dominant one is lost.

Interestingly, we also note here that the performance of MLP-UNI is worse than the performance of MLP-sUNI. This may result from the fact that larger MLPs (like MLP-UNI) will be more “discriminant”, yielding much lower probabilities to rare phone classes such as $mn$, $pp$, $bb$, $tt$, $dd$ (see Table XI in the appendix). In those cases, the denominator of (3) tends to dominate theominator. As a result, those rare phones will be more often used for the hard mapping. A comparison of the hard mappings of MLP-UNI and MLP-sUNI shown in Table XI confirms that the mappings mostly differ for consonants like $n$, $p$, $b$, $t$, $d$.

### E. Small amount of training data

The number of parameters that need to be estimated for the stochastic transformation is relatively small. In our case, the size of the stochastic mapping matrix is $S \times D$, $S$ being the number of source classes and $D$ the number of target states, i.e., $117 \times 114$. Hence, we expect the proposed approach to perform well even for very small amounts of data. To confirm that hypothesis, we continuously decreased the amount of available data, by considering fewer utterances per speaker as seen in Table VII. For these experiments, we always used system MLP-UNI because it performed best in previous experiments.

To have at least one acoustic sample for each target class, we could not consider all speakers anymore for datasets of less than ten minutes duration. For the creation of the dataset of 2 minutes and 40 seconds, we took the list of files of the 30-minute dataset and manually selected the utterances required to cover the whole target set. A more sophisticated manual selection resulted in a dataset of 1 minute and 40 seconds.

![Fig. 3. Word accuracies for different amount of training data. MLP-UNI was implemented with context-independent (monophone) and context-dependent (triphone) phone mapping. As a reference point, speaker-dependent MLLR results, as reported in [8], are also given in the Figure. It is however important to keep in mind that they come from a different implementation.](image)

We first evaluated monophone state mapping as we have done until now. Figure 3 demonstrates the efficiency of the proposed approach through excellent performance in the case of limited amounts of training data. However, it also shows that we are not able to take full advantage of the model in case of larger (typically more than 30 minutes) amounts of training data. Indeed, as already discussed at the beginning of this section, the investigated approach has a number of parameters equal to the size of the stochastic mapping matrix. However, it is always possible to increase the number of parameters by increasing the number of target states. As described in the next section, one possibility to increase the number of target states is to use context-dependent triphones instead of context-independent monophones.

### F. Triphone Targets

The proposed approach is not limited to context-independent target phone classes, therefore we also investigate context-dependent target triphones. As seed models
for the context-dependent target states, we used the context-independent model of the center phone. For state tying, we applied a decision tree clustering [26] re-formulated as dictated by the KL criterion [27].

To avoid over-fitting, the stopping criterion is usually based on a combination of minimum cluster occupancy and minimum increase in log-likelihood threshold. To tune the thresholds, we took the first 30 utterances of each speaker as training set, and used utterances 31–50 of each speaker as development set. We then used the same thresholds for all our experiments.

As expected, Figure 3 shows that the MLP-UNI system benefits from the increased number of target states.

VII. RELATION TO SIMILAR APPROACHES

We have shown that multilingually trained systems outperform systems trained on native English speech if we have to deal with non-native English speech during recognition. Furthermore, results revealed that very small amounts of data are sufficient to train the stochastic phone space transformation. In this section, we now discuss the local score given in (4) and show the relationship with PAM, LHN, MLLR and semi-continuous HMM systems. We also relate our approach to language-independent acoustic models presented by Schultz and Waibel [14].

A. Semi-continuous HMM

Kullback and Leibler introduced the term discrimination information [28], [29] which is often referred to as Kullback-Leibler distance\(^2\), as defined by Cover and Thomas [30]. Since the Kullback-Leibler distance is not symmetric, Aradilla [31] used different variants of KL-based local scores for the KL-HMM framework. Given the posterior feature at time \(t\), \(P_t\), and the HMM state distribution of state \(t\), \(Q_t\), the following local scores have been proposed:

\[
d_{KL} = d(Q^t, P_t) = \sum_{k=1}^{S} Q^t_k \log \left( \frac{Q^t_k}{P_t,k} \right) \tag{12}
\]

\[
d_{RKL} = d(P_t, Q^t) = \sum_{k=1}^{S} P_t,k \log \left( \frac{P_t,k}{Q^t_k} \right) \tag{13}
\]

\[
d_{SKL} = \frac{1}{2} d_{KL} + \frac{1}{2} d_{RKL} \tag{14}
\]

where \(P_t,k = P(s^t_k|x_t, \Theta_S)\) and \(Q^t_k = P(s^t_k|d^t, \Theta_M)\). The local score \(d_{SKL}\) is the divergence of Kullback and Leibler [28]. Different local scores, result in different estimates for \(P(s^t_k|d^t, \Theta_M)\) [31]:

\[
P(s^t_k|d^t, \Theta_M) = \begin{cases} 
\lambda^{-1/2} \left( \prod_{l:1} P(s^t_k|x_{t+l}, \Theta_S) \right)^{-\frac{1}{2}} & \text{for } d_{KL} \\
\lambda^{-1/2} \sum_{l:1} P(s^t_k|x_{t+l}, \Theta_S) & \text{for } d_{RKL} \\
\text{No closed form solution} & \text{for } d_{SKL}
\end{cases}
\]

where \(\lambda = \|\{x_t|x_t \in \mathcal{X}_d(l)\}\|\) and \(C\) acts as a normalization constant.

\(^2\)Although usually referred to as a divergence rather than a distance since it is not a metric.

The standard Viterbi algorithm for semi-continuous HMM systems [13] maximizes the likelihood \(p(x|\Omega)\), where \(x\) is a sequence of acoustic feature vectors and \(\Omega\) are the parameters of the HMM. We consider a semi-continuous HMM similar to the HMM described in Section III build up from \(D\) state emission probability density functions \(d^t, t = \{1, \ldots, D\}\). These distributions are usually assumed to be Gaussian mixtures and we assume to have a pool of \(S\) Gaussians \(s^k, k = \{1, \ldots, S\}\). Each distribution is a linearly weighted combination of these \(S\) Gaussians. As shown in Appendix A, estimating the weights of the Gaussian mixtures along a maximum likelihood criterion is then equivalent to estimating \(P(s^k|d^t, \Theta_M)\) if \(d_{RKL}\) is used.

B. Probabilistic Acoustic Mapping (PAM)

PAM, introduced by Sim [5, Section IV.C], estimates the target phone class probability \(P(d^t|x_t)\) as follows:

\[
P(d^t|x_t) = \frac{\exp \left[ -H(W^{t}, P_t) + b(t) \right]}{\sum_{j=1}^{D} \exp \left[ -H(W^{j}, P_t) + b(j) \right]} \tag{15}
\]

where \(Z\) acts as a normalization factor. \(W\) and \(b\) are the weight matrix and the bias vector of an MLP, respectively. \(H(.)\) being the entropy and \(W^{t}\) the weights associated with the \(t^{th}\) output, (15) can be rewritten:

\[
P(d^t|x_t) = \exp \left[ -H(W^{t}, P_t) + b(t) \right] \tag{16}
\]

If the MLP is trained with the cross entropy criterion, the local score \(d_{PAM}\) that is minimized can be written as:

\[
d_{PAM} = -\log[P(d^t|x_t)] \propto H(W^{t}, P_t) - b(t) \tag{17}
\]

We can rewrite (13) and (12) in terms of the entropy

\[
d_{RKL} = H(Q^t, P_t) - H(P_t, P_t) \tag{18}
\]

\[
d_{KL} = H(Q^t, P_t) - H(Q^t, Q^t) \tag{19}
\]

Hence, \(d_{KL}\) and \(d_{PAM}\) are closely related and \(H(Q^t, Q^t)\) in \(d_{KL}\) acts as a target dependent bias. For \(d_{RKL}\) however, the bias is source dependent \((P_t)\).

In the following, we summarize the differences between our approach, with \(d_{RKL}\) as local score, and PAM. Table VIII shows how these differences affect the word accuracy (WACC).

- Cost function: \(d_{RKL}\) performs better than \(d_{KL}\), which performs similar to \(d_{PAM}\).
- Embedded re-alignment: both, PAM and the proposed approach allow to benefit from re-alignment. In the case of PAM, a re-alignment requires the MLP to be retrained. As seen in Table VIII, PAM with re-alignment yields a better performance than PAM without re-alignment.
- Context-dependent models: in theory, both approaches can benefit from context-dependent models. In practice however, due to data sparsity, usually state tying is required. We developed an algorithm to perform state tying at the KL-HMM state level [27]. In the case of PAM, it is not obvious how to tie MLP outputs to train a context-dependent recognizer on limited amounts of data.
### C. Linear Hidden Network (LHN)

Another MLP-based adaptation approach performs a hidden feature transformation with an LHN [10]. The LHN is applied to the activations of the internal layer and can be trained using the standard back-propagation algorithm while keeping frozen the weights of the original network. Once the LHN is trained, it is combined with the original (unadapted) weights:

\[
W_a = W_{LHN} \times W_{\text{ORIG}} \\
\text{b}_a = \text{b}_{LHN} \times W_{\text{ORIG}} + \text{b}_{\text{ORIG}}
\]

where \(W_a\) and \(\text{b}_a\) are the weights and the bias of the adapted layer, \(W_{\text{ORIG}}\) and \(\text{b}_{\text{ORIG}}\) are the weight and bias of the layer following the LHN in the original unadapted network, and \(W_{LHN}\) and \(\text{b}_{LHN}\) are the weight and biases of the linear hidden network.

Our approach differs from LHN in all the points already listed at the end of Section VII-B. Additionally, LHN is bound to a given and fixed phone set. Based on hidden layer adaptation, it is not obvious how to apply phone space transformations. To use an already trained original MLP, it needs to be trained from aligned data that makes use of the same phone set (targets) than the adaptation data.

Gemello et al. [10] used LHN to adapt an MLP previously trained on native English, to the HIWIRE data. They investigated speaker-based adaptation (one LHN per speaker) and data-based adaptation (one LHN for all data). As shown in Table IX, the data-based LHN results in similar performance than the triphone MLP-UNI system (RKL-tri). For the speaker-based LHN adaptation, they adapted and tested for each speaker separately. Not every speaker pronounced each phone in the first 50 utterances (adaptation set). Therefore, we were not able to investigate the triphone MLP-UNI system on a per-speaker basis. However, a context-independent system (RKL-mono) can still be trained if there is no data for some target classes. RKL-mono outperforms the speaker-based LHN. Note that the results in Table IX are only given as a reference point since the proposed approach was trained on 8 kHz multilingual data, and LHN on 16 kHz English data.

### D. Maximum Likelihood Linear Regression (MLLR)

MLLR has been widely used to perform acoustic model adaptation for HMM/GMM based recognizers. Seguera et al. [8] also applied conventional MLLR speaker adaptation with HTK to adapt models trained on TIMIT to the HIWIRE database.

To give another reference point, we applied the manual mappings given in Table XI to perform speaker-based MLLR with HTK as described in [8] and adapt the SpeechDat(II) English and multilingual seed models to HIWIRE.

It can be seen in Table X that the multilingual data does not improve the word accuracy on HIWIRE if MLLR is used. We attribute the performance difference between MLLR on TIMIT and SpeechDat(II) English to the different nature of the data such as sampling frequency, microphone, and background noise. Recall that we have already seen a similar degradation if 8 kHz telephone data is used instead of 16 kHz microphone data (Table II and reported by Gemello et al. [10]).

### E. Language-independent acoustic models

We can compare our work to the estimation of language-independent acoustic models, as presented by Schultz and Waibel [14]. In this HMM-based method, they propose to estimate language-independent acoustic models, the probability \(p(x_i|s_i)\) to emit \(x_i\) in a context-dependent state \(s_i\) is modeled...
by a mixture of Gaussians:
\[ p(x_t|s_i) = \sum_{k=1}^{S} c_{s_i,k} \mathcal{N}(x_t|\mu_{s_i,k}, \Sigma_{s_i,k}) \]

Given two context dependent states \( s_i \) and \( s_j \) from different languages, the Gaussian components \( \mu \) and \( \Sigma \) are shared across languages if the IPA symbol of \( s_i \) and \( s_j \) are the same, and the training data of all involved languages is used for the estimation of the Gaussian components. The mixture weights however, are trained for each language individually.

\[ c_{s_i} \neq c_{s_j}, \quad \forall i \neq j \]
\[ \mu_{s_i,k} = \mu_{s_j,k}, \quad \forall i, j : \text{ipa}(s_i) = \text{ipa}(s_j) \]
\[ \Sigma_{s_i,k} = \Sigma_{s_j,k}, \quad \forall i, j : \text{ipa}(s_i) = \text{ipa}(s_j) \]

Hence, the above approach uses a pool of \( S \) Gaussians for each universal phone class. In that case, language specific phone class models are then obtained by estimating language dependent weights (similarity measures between universal classes and mono-lingual phones).

To compare the language-independent acoustic modeling approach to our method, we can convert the universal phone class posterior probabilities of system MLP-UNI to any language. Thus, the proposed system can be seen as a discriminative approach to our method, we can convert the universal phone class posterior probabilities of system MLP-UNI to any language. Thus, the proposed system can be seen as an alternative posterior-based stochastic phone space transformation approach.

The proposed approach adapts a stochastic mapping matrix, the elements of which can be trained in the context of an EM or Viterbi like algorithm on small amounts of multi- and cross-lingual adaptation data. The resulting algorithm iteratively optimizes a principled KL-based function, which is believed to be more amenable to posterior distributions (and does not need to turn posteriors into scaled likelihood estimates).

The resulting system has been shown to be able to efficiently exploit multi- and cross-lingual adaptation data, using a parsimonious number of parameters while also being particularly well suited in the case of phone set mismatch. This conclusion is further supported by additional evidence and theoretical and experimental comparisons with similar approaches such as PAM, LHN and MLLR.

On the HIWIRE dataset, we successfully applied the phone space transformation in mono-, cross- and multi-lingual setups and demonstrated that the proposed approach fundamentally outperforms other data-driven transformations, as well as a knowledge-based mapping technique. Ten minutes of data along with word transcriptions were sufficient to successfully convert multilingual source phone class posterior probabilities given acoustic observations, to monolingual target phone class posterior probabilities. The multilingually trained system significantly outperforms a monolingual (English) system on non-native English ASR.

We have now started investigating how the proposed phone space transformation can exploit larger datasets, while also exploring its potential applications to improve ASR for under-resourced languages.

**APPENDIX A**

The standard Viterbi algorithm for semi-continuous HMM systems [13] maximizes the likelihood \( p(x|\Omega) \), where \( x \) is a sequence of acoustic feature vectors and \( \Omega \) are the parameters of the HMM. To compare semi-continuous HMMs to the proposed approach, we consider a semi-continuous HMM similar to the HMM described in Section III build up from \( D \) state emission probability density functions \( d^\ell, \ell = \{1, \ldots, D\} \). In standard ASR systems, those distributions are usually assumed to be Gaussian mixtures. Here, we assume to have a pool of \( S \) Gaussians \( s^k, k = \{1, \ldots, S\} \). Each distribution is a linearly weighted combination of these \( S \) Gaussians. We thus assume the following probabilistic model:

\[ p(x_t|\Omega, d^\ell) = \sum_{k=1}^{S} c^k_p^k(x_t|\Omega_k) \]

where \( p(x_t|\Omega, d^\ell) \) stands for the likelihood of an acoustic observation \( x_t \), given the state \( d^\ell \) and the parameters \( \Omega = \{c^k_p, \Omega_k\} \), where \( \Omega_k = \{\mu_k, \Sigma_k\} \), with \( \mu_k \) being the mean and \( \Sigma_k \) the variance of the Gaussian \( s^k \). We assume that \( \Omega_k \) is given \( \forall k \) and only \( c^k_p \) needs to be estimated. Thus, the maximum likelihood solution consists of:

- **Segmentation:** assigning acoustic observations \( x_t \) to one of the states modeled with the mixture distribution \( d^\ell \), i.e. assign \( x_t \) to an acoustic subspace \( X^d(\ell) \).
- **Optimization:** given a segmentation, optimize \( c^k_p \) by maximizing (20) for each distribution \( d^\ell \)

The well-known maximum likelihood solution for \( c^k_p \) (see, e.g., Bilmes [32]) is given by:

\[ c^k_p = \frac{1}{|\{x_t|x_t \in X^d(\ell)\}|} \sum_{x_t \in X^d(\ell)} p(s^k|x_t, \Omega_k) \]

Exploiting (21) and (9), saying:

\[ P(s^k|d^\ell, \Theta_M) = \frac{1}{|\{x_t|x_t \in X^d(\ell)\}|} \sum_{x_t \in X^d(\ell)} P(s^k|x_t, \Theta_S) \]

where the sum extends over all \( t^* \) such that \( x_{t^*} \in X^d(\ell) \), it thus follows that estimating \( c^k_p \) along a maximum likelihood criterion is equivalent to estimating \( P(s^k|d^\ell, \Theta_M) \) if the reversed KL-divergence \( d_{RKL} \), proposed in Section III, is used.

In that particular context, our approach is then similar to semi-continuous HMM systems [13]. In contrast to the generatively trained models, usually used in semi-continuous HMM systems, we use discriminatively trained MLPs to estimate phone class posterior probabilities.
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APPENDIX B

PHONEME MAPPINGS

<table>
<thead>
<tr>
<th>HIWIRE</th>
<th>UNI</th>
<th>EN</th>
</tr>
</thead>
<tbody>
<tr>
<td>man</td>
<td>hard (UNI)</td>
<td>hard (aUNI)</td>
</tr>
<tr>
<td>m</td>
<td>m</td>
<td>m</td>
</tr>
<tr>
<td>n</td>
<td>n</td>
<td>n</td>
</tr>
<tr>
<td>b</td>
<td>b</td>
<td>b</td>
</tr>
<tr>
<td>p</td>
<td>p</td>
<td>p</td>
</tr>
<tr>
<td>t</td>
<td>t</td>
<td>t</td>
</tr>
<tr>
<td>d</td>
<td>d</td>
<td>d</td>
</tr>
<tr>
<td>k</td>
<td>k</td>
<td>k</td>
</tr>
<tr>
<td>q</td>
<td>q</td>
<td>q</td>
</tr>
<tr>
<td>v</td>
<td>v</td>
<td>v</td>
</tr>
<tr>
<td>θ</td>
<td>θ</td>
<td>θ</td>
</tr>
<tr>
<td>ð</td>
<td>ð</td>
<td>ð</td>
</tr>
<tr>
<td>s</td>
<td>ss</td>
<td>ss</td>
</tr>
<tr>
<td>z</td>
<td>z</td>
<td>z</td>
</tr>
</tbody>
</table>

**TABLE XI**

KNOWLEDGE DRIVEN (MANUAL MAPPING) AND DATA-DRIVEN (HARD DECISION MAPPING) OF THE DESTINATION PHONEMES (HIWIRE) TO THE ENGLISH (EN) AND UNIVERSAL (UNI) SOURCE PHONEMES (SpeechDat). BOLD SYMBOLS ARE DIFFERENT FROM THE DESTINATION PHONEME SYMBOL. ALL SYMBOLS ARE IN IPA FORMAT.

the European Community’s Seventh Framework Programme (FP7/2007-2013) grant agreement 213845 (the EMIME project: www.emime.org).
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