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ABSTRACT
Although automated spoken language assessment is rapidly growing, such systems have not been widely developed for signed languages. This study provides validity evidence for an automated web application that was developed to assess and give feedback on handshape and hand movement of L2 learners’ Swiss German Sign Language signs. The study shows good machine-internal and human-machine agreement through many-facet Rasch analysis. Learner perceptions examined through questionnaire responses indicate that the automated system occasionally generated ratings which impacted the quality of feedback at the level of individual signs for individual learners. Implications are discussed from a learning-oriented assessment perspective.

INTRODUCTION
For spoken languages, automated assessment systems have become increasingly common in recent years, for testing both writing and speaking. The main advantage of automated scoring and feedback systems is their cost-efficiency, as large volumes of written and spoken performances can be evaluated in a short amount of time (Van Moere & Downey, 2016). Another advantage of automated scores over human scores is that machines can more reliably rate specific mechanical aspects of language use, such as word frequency, punctuation, or grammatical errors (Davis & Papageorgiou, 2021).

For sign languages, however, automated assessment systems for language production have so far not been developed on a wider scale, despite increased levels of interest by practitioners in this issue (Haug et al., 2023). This has mainly to do with the complexity of collecting and annotating large numbers of signed learner performances, which is a crucial prerequisite as hundreds of rated and annotated performances are usually required to develop an automated scoring system for a specific task (Van Moere & Downey, 2016). While many learner corpora for writing and speaking exist for spoken languages and new task-specific corpora can be created relatively easily (at least for written language), the development of corpora for sign languages is more complex (Fenlon & Hochgesang, 2022). This is because sign
languages have no written form and repositories of sign language performances do not exist to the same extent as for written or spoken texts in spoken languages. As sign languages are processed visually and contain both manual and non-manual components, sign language performances first need to be video-recorded before they can be rated and error-annotated by human raters (Hanke & Fenlon, 2022). In addition, video recordings need to be of high enough quality, ideally involving 3-D cameras positioned at multiple angles, to allow for subsequent automated sign language recognition (Ebling et al., 2018). Although signed corpora are predicted to grow in the coming years (Schembri & Cormier, 2022), these practical constraints and associated costs also mean that sign language corpora are generally much smaller than corpora of spoken languages.

Due to these challenges, most existing automated assessment and feedback systems for sign language production are not based on a dataset of signed language performances, but on direct comparisons of a learner’s video with an L1 signer’s reference video. Several such systems have been developed over the last years. For example, Ellis et al. (2016) and Phan et al. (2018) developed a feedback system for Auslan (Australian Sign Language) that rates individual signs recorded through a Microsoft Kinect camera as either correct or incorrect by comparing them to a reference video. The system also provides visual feedback on incorrectly performed signs using avatars. Another system that requires users to be recorded through a Microsoft Kinect camera was developed by Chai et al. (2017). In this application, learners of Chinese Sign Language are assessed on their production of individual signs. They receive an overall score and separate scores for hand movement and handshape, in relation to a reference video. Finally, Liu et al. (2024) describe the development of a sign language recognition and feedback system which only requires a standard camera. Users first learn how to produce a sign and are then evaluated on their production, including feedback on hand position and handshape.

These developments are promising, but certain limitations remain. First and foremost, as outlined above, these systems are not based on a dataset of signed learner performances, but rather on a direct comparison of the learner’s production video with one or several reference videos by a single L1 signer. The systems therefore do not account for natural variation between different signers (see also Bayley et al., 2015). For this reason, it is important that sign language recognition and assessment algorithms are based on a representative dataset including both multiple L1 signers and L2 learners, as is the case for automated assessment systems of writing and speaking in spoken languages. Another limitation of some current applications concerns the camera required to record learner performances. The systems which are based on Microsoft Kinect cameras (Chai et al., 2017; Ellis et al., 2016; Phan et al., 2018) need to be updated to other hardware in the future, as the Microsoft Kinect has since been discontinued. More user-friendly solutions requiring less sophisticated camera technology for recording sign language performances, e.g. standard cameras as used by Liu et al. (2017), are necessary to implement automated sign language assessment systems on a larger scale. It should also be noted that all existing systems, including the one described in the current paper, so far only rate the performance on manual components of individual signs. The automated recognition and assessment of continuous signing and of non-manual components such as mouthing, eye-brow movements, head movements, or eye-gaze, which are important parts of sign language communication,
is an ongoing research problem, which an interdisciplinary research project is currently working on (see Haug & Holzknecht, 2020).

Apart from these technical and logistical challenges, another aspect which has so far not been addressed sufficiently in the field of automated sign language assessment is the comparison of the systems with human raters. In spoken languages, it is standard to compare automated ratings with a large-enough number of human expert ratings to statistically analyze their agreement and the extent to which they measure the same underlying trait (Van Moere & Downey, 2016). Although limited studies involving only one human rater have been conducted for some of the systems presented above (Chai et al., 2017; Liu et al., 2024), comprehensive studies are still lacking.

In addition, as the main objective of all existing automated sign language assessments is to promote and foster learning, they should also be studied from a learning-oriented assessment (LOA) perspective. LOA has traditionally been under-represented in the assessment literature, and only in the last decade have researchers begun to more systematically focus on the perspectives and insights of the learners themselves (Jin, 2023). Carless and colleagues propose three key components that are central to LOA approaches:

1. **Designing LOA tasks.** The tasks learners need to complete should be authentic and elicit competencies that mirror those needed in real-life.

2. **Developing learners’ evaluative expertise.** Learners should develop skills that enable them to critically analyze their work and the work of their peers with a view to support learning.

3. **Learners’ engagement with feedback.** Learners need to understand and actively engage with the feedback provided to them so they can use it appropriately to improve learning outcomes.

(Carless, 2015; Carless et al., 2006, pp.964–965).

Automated sign language assessment and feedback systems should ideally also encapsulate these three components. However, it has not been studied whether and to what extent these principles are met in existing systems.

The current paper addresses some of these challenges. Our aim was to validate an automated sign language assessment and feedback system for Swiss German Sign Language (*Deutschschweizerische Gebärdensprache*, DSGS), which is based on a large dataset of signed L1 and L2 productions, through (1) comparisons of automated ratings with those of human expert raters, and (2) learner feedback questionnaire data on the usefulness of the system with regards to improved learning outcomes. We first briefly describe the system in the next section before outlining the study in detail.

**THE WEB SMILE DEMO**

The Web SMILE Demo is an application designed for learning and automatically assessing the production of individual lexemes in sign languages. The current version of the Demo was developed in the course of the SMILE (Scalable Multimodal Sign Language Technology for Sign Language Learning and Assessment) research projects on DSGS (Ebling et al., 2018; Haug & Holzknecht, 2020). Like the systems outlined above, the Web SMILE Demo currently only provides scores and feedback on manual components of individual lexemes and does not (yet) consider non-Manuals. However, in contrast to other existing systems, it
is based on a dataset of performances consisting of multiple productions of 100 DSGS lexemes by 9 L1 DSGS signers and 19 L2 DSGS learners, which have been annotated using six category/acceptability criteria at lexeme-level: “(1) same lexeme as target sign (same meaning, same form), (2) same lexeme as target sign (same meaning, slightly different form), (3) same lexeme as target sign (same meaning, different form), (4) same lexeme as target sign (slightly different meaning, slightly different form), (5) different lexeme than target sign (same meaning, different form), (6) different lexeme than target sign (different meaning, different form)” (see Ebling et al., 2018). In addition, the Demo does not require special external camera equipment or specific server capacities but can be run online on any modern computer with an integrated or connected webcam. The Demo currently includes 16 DSGS lexemes, but the number of lexemes will be extended to 100 during the next project (for details about the 16 lexemes, including pictures and links to videos, please see Appendix 1). Although it is only available for DSGS, the Demo’s underlying algorithms can be run on data from any sign language. We used the first version of the Demo for the current study (see Tornay et al., 2020).

To practice or be assessed on the production of lexemes with the Web SMILE Demo, learners need a personal computer with a webcam and internet access. After logging in via a web browser, learners first need to sign a data protection consent form. They are then directed to a “How it works” section, which describes the different processes and subpages and includes contact details in case of technical or other problems.

Once they have familiarised themselves with the instructions in the “How it works” section, learners first choose which lexeme they would like to practice. Learners are prompted to produce each lexeme by means of the German language equivalent in written form. Before recording their performance, they can watch a reference video of the target lexeme performed by an L1 user of DSGS (this option can be deactivated for assessment purposes). The current capability of the Web SMILE Demo is thus consistent with the discrete, context-independent approach of conventional form-recall vocabulary tests. After recording their performance, the learner’s video is sent to a server for scoring. Processing of feedback and scores currently takes about 10 to 12 seconds (depending on the internet speed), but the aim is to further reduce processing time during the next phase of the project.

After processing, the Demo provides automated feedback on five different aspects of the learner’s performance: handshape is assessed as either correct or incorrect for both dominant and non-dominant hand (signers usually have a dominant hand which they use to produce one-handed signs, see Watkins & Thompson, 2017), hand movement is rated on a scale for both hands, and overall score is rated according to the same scale as hand

<table>
<thead>
<tr>
<th>Table 1. Rating Scale for Hand Movement and Overall Score.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Score</td>
</tr>
<tr>
<td>-------</td>
</tr>
<tr>
<td>4</td>
</tr>
<tr>
<td>3</td>
</tr>
<tr>
<td>2</td>
</tr>
<tr>
<td>1</td>
</tr>
<tr>
<td>0*</td>
</tr>
</tbody>
</table>

*This is only reported for overall score. The degrees of divergence are determined through algorithms based on the category/acceptability annotations of the underlying dataset (see Ebling et al., 2018).
movement. For the overall score, the algorithm uses the handshape and hand movement features of both hands to compute the alignment between the learner’s production and the model. The rating scale for hand movement and overall score is shown in Table 1. Other manual components such as palm orientation or location are not yet assessed (these parameters have since been implemented or are being implemented but were not yet fully developed at the time of data collection).

In addition to the scores, feedback is provided visually using the reference-video’s skeleton overlaid with the learner-video’s skeleton, whereby incorrect handshapes are marked by a red circle and hand movements by a red line in the feedback video. This enables learners to see at which point during the production and for which aspect an error occurred and for how long it lasted. It can be argued that this type of feedback is in line with the LOA principles outlined above as learners need to engage with the information provided and thereby develop their evaluative expertise.

The features of the Web SMILE Demo can be modified to different domains of use. First and foremost, the Demo is designed to be a learning tool in that it should help sign language learners perform the manual aspects of individual signs correctly. However, by deactivating access to the reference video, the Demo can also be used as an assessment tool, for example to test learners’ vocabulary knowledge at the end of a course.

**RESEARCH QUESTIONS**

The aims of the current paper were to 1) study the extent to which automated scores from the Web SMILE Demo correspond to human raters’ scores, and 2) gauge learners’ feedback regarding their experience with the Demo and the automated scores they receive. The following research questions were investigated:

1. To what extent do human expert ratings agree with automated ratings for the five aspects rated by the Web SMILE Demo (handshape and hand movement for both dominant and non-dominant hand and overall score)?
2. To what extent do learners perceive the automated scores and the automated feedback generated through the Web SMILE Demo to be useful?

**METHODS**

Three types of data were collected to answer the research questions: (1) automated scores from the Web SMILE Demo based on learner performances, (2) human raters’ scores based on the same learner performances, and (3) learner feedback questionnaire responses. In addition, all participants filled in a background questionnaire. The participants and data collection procedures are described below.

**PARTICIPANTS**

*Sign language learners*

As a first step, we recruited 16 participants to work with the Demo and receive automated scores. The participants were all sign language interpreting learners (DSGS
and German) in their first year of a bachelor’s interpreting degree at a University in Switzerland. They received study credit points for their participation in this project. All learners were female, between 22 and 46 years old (\(M = 34.25, SD = 8.43\)), and either from Switzerland (\(N = 13\)), Liechtenstein (\(N = 2\)), or Germany (\(N = 1\)). In terms of their previous education, six learners had completed a professional certification (an apprenticeship or other professional training), eight learners had completed a degree in tertiary education (at a university or college), and two learners had completed both. German was the first language of all except one learner, whose first language was Romansh (a Romance language spoken in some eastern parts of Switzerland), however this learner indicated that she mostly used German in her daily life. None of the learners had hearing impairments, but three learners had a deaf partner or a deaf person in their extended family.

As part of the entry requirements for the interpreting degree, the learners needed to provide a DSGS course certificate, and we asked them which course they had completed. Ten learners had completed a CEFR (Common European Framework of Reference for Languages) A1-level course and 4 learners a CEFR A2-level course. We also asked the learners to self-rate their DSGS proficiency using the Language Experience and Proficiency Questionnaire (LEAP-Q, see Marian et al., 2007). Learners had to indicate their receptive and productive DSGS proficiency separately on an 11-point scale (where 0 = no proficiency and 10 = perfect proficiency). Learners rated themselves between 2 and 7 for reception (\(M = 3.25, SD = 1.44\)) and between 1 and 6 for production (\(M = 3.06, SD = 1.57\)).

**Sign language raters**

In addition to the sign language learners, we also recruited 14 expert raters for the study. The raters were all training to be DSGS teachers of deaf or hearing-impaired children and they were in the first year of a teacher training course at a University in Switzerland. The raters were compensated monetarily for their participation in the study. Ten raters were female and four were male. They were between 21 and 59 years old (\(M = 39.21, SD = 10.85\)), and either from Switzerland (\(N = 12\)), Brazil (\(N = 1\)), or Eritrea (\(N = 1\)); the two raters from Brazil and Eritrea had lived in Switzerland for 9 years. Prior to their teaching degree, 11 raters had completed a professional certification (an apprenticeship or other professional training), 1 rater had completed a degree in tertiary education (at a university or college), and 2 raters had completed both. All raters were deaf (\(N = 12\)) or severely hearing impaired (\(N = 2\)).

The raters had different DSGS backgrounds. Five raters acquired DSGS from birth as an L1, while the remaining nine raters picked up DSGS later in life and had learned it for 9 to 32 years (\(M = 21.13, SD = 7.51\), with one missing response). One rater had learned Eritrean Sign Language as an L1 before acquiring DSGS, while 8 raters first acquired German (\(N = 7\)) or Albanian (\(N = 1\)) as an L1. This is a common phenomenon among deaf people, who are often first exposed to a spoken language before acquiring a sign language (see Humphries et al., 2016). On the LEAP-Q, ten raters indicated that DSGS was the language they were most proficient in out of all the languages they knew, two raters put DSGS in second place, one rater in third, and one rater in fourth. This last rater, however, used two of the languages they were more proficient in only for writing. The raters self-rated their DSGS proficiency between 7 and 10 for reception (\(M = 8.93, SD = 1.00\)) and between 6 and 10 for production (\(M = 8.21, SD = 1.37\)), so they were all proficient to highly proficient users of DSGS.
DATA COLLECTION PROCEDURE

Learner performances

The first part of the data collection involved the learners performing the 16 lexemes through the Web SMILE Demo from home via their personal computers. In preparation for this, the learners first each booked a one-hour timeslot so we could monitor the Demo performance remotely for each learner and assist them in case of technical or other issues.

One week before their timeslot the learners received email instructions, which included software requirements (the Demo currently only runs on Google Chrome, so learners were asked to install the browser prior to data collection) and room setup (they were asked to be in a quiet room with a neutral background and stable internet connection). The learners also received access to the “How it works” section of the Demo and they were asked to familiarize themselves with it before their booked timeslot, to save time on the day of data collection. In addition, in the email we told the learners that they would have to produce each lexeme three times: the first time without looking at the reference video, the second time with looking at the reference video and to the best of their ability, and the third time with a deliberate mistake in their production such as incorrect handshape or hand movement. This enabled us to systematically investigate the extent to which the Web SMILE Demo detected errors as compared to the human raters. Feedback was provided to the learners after each recording.

The learners received another email one hour before their booked time slot, which included login information (username and password), a phone number and email address to contact us in case they needed assistance, and the link to the learner feedback questionnaire. During the data collection, the learners could choose in which order they wanted to produce the lexemes.

Learner feedback questionnaire

After the learners completed the Demo (i.e., after they produced each of the 16 lexemes three times) they filled out a feedback questionnaire via LimeSurvey. The questionnaire was piloted with three participants. After the piloting phase, we slightly changed the wording of three questions. The final version of the questionnaire included four main sections and a total of 22 questions and took about 10 minutes to complete. Sixteen questions were formulated as statements to which the learners had to indicate their level agreement on a Likert-scale (from “1 = fully agree” to “6 = fully disagree”), the remaining six questions were open-ended. In the first section, learners were asked seven Likert-scale and two open-ended questions about their experience with the Demo, such as clarity of instructions and technical difficulties. The second section included two Likert-scale questions and one open-ended question about their experienced difficulties in producing the lexemes. In the third section, we asked learners in six Likert-scale questions how relevant the skills practiced through the Demo were for their learning of DSGS, how interesting they found the Demo, and whether they enjoyed working on the tasks. Finally, the last section included one Likert-scale question and three open-ended questions about the quality of feedback the learners received through the Demo and whether they had any suggestions on how to improve the system. All learners answered the questions in the same order. The questionnaire was administered in German and is also available in English at http://tinyurl.com/2d8ksvah.
**Rater training and rating form**

After recruiting the 14 raters, we first trained them during two three-hour workshops as part of their teacher training at the university. For each performance, the raters scored the five different aspects according to the same scheme as used in the Demo: handshape individually for both hands (as either correct or incorrect), hand movement individually for both hands (on a scale from 1 to 4), and overall score (on a scale from 0 to 4, see Table 1 above). In the first workshop, we introduced the rating procedure and rating scale and asked them to familiarise themselves with it. Following this introduction, the raters rated an example performance on all five aspects during the workshop, and the results were compared and discussed. For the overall score, the raters were trained to base the ratings on their overall impression of the handshape and hand movement of both hands, as conveyed in the rating scale descriptors. After the initial training workshop, the raters received an Excel rating form including video links to three more example performances and they were asked to rate these on all aspects individually at home. During the next workshop one week later, the ratings were again compared and discussed as a group, to ensure that there was a mutual understanding of the scale descriptors and the procedure. In the course of the workshops, we also refined the rating instructions and changed the Excel rating form slightly to make them clearer.

After training, we sent the individual Excel rating forms including detailed instructions to all raters and asked them to complete the forms within one month. The final version of the rating forms included the gloss (meaning of the lexeme) and video link for each performance, as well as individual columns for the five aspects. The raters scored each aspect by marking the relevant cells with an X. The scale descriptors and rating instructions were also included in the rating form. An example rating form (translated from German to English) is included in Appendix 2.

**Rating design**

The 768 performances (16 learners × 16 lexemes × 3 attempts) were scored by the 14 raters on the five different aspects in an overlapping design, whereby all raters scored performances by all learners, on all lexemes, and for each of the three attempts. We ran a Python script to produce the 14 individual rating forms to ensure that the performances were allocated equally across raters in terms of the three different variables (learners, lexemes, and attempts). The script also controlled for the order of performances (e.g., if a particular learner, lexeme, or attempt would consistently have been rated last by many of the raters, this might have impacted the validity of the findings; controlling for the order was therefore important). In addition, the design included 96 anchor performances which were scored by all raters. The anchor performances were distributed equally across the three variables, and the position of the anchor videos within each rating form was also controlled for in the Python script to avoid potential ordering effects. Due to this research design, each rater scored between 143 and 145 performances (47 to 49 unique performances + 96 anchor performances).
DATA ANALYSIS

Rater and learner performance data were analysed via many-facet Rasch measurement (MFRM; Linacre, 1994) using the software package Facets (Linacre, 2023). We constructed a 5-facet model:

1. Rater. Raters were grouped into human (Raters 1–14) and automated (Rater 15).
2. Learner. Although learner signing ability was not a focus of the present study, it was necessary to control for the base signing ability of the learners, as such ability would impact their performance on the first, unsupported attempt.
3. Lexeme. The 16 lexemes included in the study.
4. Attempt. The first attempt was unsupported; the second was a reproduction of the sign as shown to the learner in the video; the third included a deliberate error.
5. Criterion. Dominant handshape and non-dominant handshape were rated dichotomously; dominant hand movement and non-dominant hand movement were rated via a 4-level rating scale, and overall sign accuracy was rated via a 5-level rating scale whereby the top 4 levels were the same as for hand movement.

Rater groupings were used to compare the severity of the automated rater to the human raters using Wald t statistics (see Eckes, 2015). Facets bias/interaction analyses were employed to investigate differences regarding Criterion, Lexeme, and Attempt.

The questionnaire data for the closed questions were analysed descriptively by calculating the median answer for each statement. Open-ended responses were first grouped according to the six open-ended questions:

1. What was not clear in the instructions? (5 responses)
2. Which technical problems occurred? (4 responses)
3. Did you experience any particular difficulties when completing the exercise? If yes, please briefly explain which difficulties. (6 responses)
4. Do you have any suggestions on how the feedback could be improved to better support you in learning DSGS? (7 responses)
5. Do you have any suggestions for other formats to help you learn DSGS even better? (2 responses)
6. Is there anything else you would like to tell us about this exercise (e.g. suggestions on how the exercise could be improved)? (3 responses)

In a second step, the first author coded the responses for common themes, following the six phases of thematic analysis suggested by Brown and Clarke (2006). Through this process, 24 out of 27 responses could be unambiguously assigned one theme, while the remaining three responses were assigned two themes. The five identified themes were:

1. Unclear instructions (5 responses)
2. Technical problems (4 responses)
3. Incorrect Demo feedback (12 responses)
4. Suggested test formats (4 responses)
5. Positive learner feedback (5 responses)


### Table 2. MFRM Summary Statistics.

<table>
<thead>
<tr>
<th>Measures</th>
<th>All</th>
<th>Human</th>
<th>Automated</th>
<th>Learner</th>
<th>Lexeme</th>
<th>Attempt</th>
<th>Criterion</th>
</tr>
</thead>
<tbody>
<tr>
<td>N</td>
<td>15</td>
<td>14</td>
<td>1</td>
<td>16</td>
<td>16</td>
<td>3</td>
<td>5</td>
</tr>
<tr>
<td>Mean</td>
<td>0.00</td>
<td>-0.02</td>
<td>0.25</td>
<td>1.31</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>SD (sample)</td>
<td>0.38</td>
<td>0.39</td>
<td>0.00</td>
<td>0.21</td>
<td>0.31</td>
<td>0.37</td>
<td>0.49</td>
</tr>
<tr>
<td>SE</td>
<td>0.05</td>
<td>0.05</td>
<td>0.02</td>
<td>0.05</td>
<td>0.05</td>
<td>0.02</td>
<td>0.03</td>
</tr>
<tr>
<td>RMSE (sample)</td>
<td>0.05</td>
<td>0.05</td>
<td>0.05</td>
<td>0.02</td>
<td>0.04</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Adjusted (True) SD (sample)</td>
<td>0.38</td>
<td>0.20</td>
<td>0.31</td>
<td>0.37</td>
<td>0.49</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Infit MS</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean</td>
<td>1.04</td>
<td>1.03</td>
<td>1.10</td>
<td>1.04</td>
<td>1.05</td>
<td>1.04</td>
<td>1.03</td>
</tr>
<tr>
<td>SD (sample)</td>
<td>0.13</td>
<td>0.13</td>
<td>0.00</td>
<td>0.16</td>
<td>0.14</td>
<td>0.04</td>
<td>0.09</td>
</tr>
<tr>
<td>Outfit MS</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean</td>
<td>0.95</td>
<td>0.93</td>
<td>1.15</td>
<td>0.99</td>
<td>0.99</td>
<td>0.99</td>
<td>0.99</td>
</tr>
<tr>
<td>SD (sample)</td>
<td>0.12</td>
<td>0.10</td>
<td>0.00</td>
<td>0.17</td>
<td>0.24</td>
<td>0.10</td>
<td>0.10</td>
</tr>
<tr>
<td>Homogeneity index ($\chi^2$)</td>
<td>651.10</td>
<td>325.00</td>
<td>622.10</td>
<td>746.00</td>
<td>1021.20</td>
<td></td>
<td></td>
</tr>
<tr>
<td>df</td>
<td>14</td>
<td>15</td>
<td>15</td>
<td>2</td>
<td>4</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$p$</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Separation (sample)</td>
<td>7.15</td>
<td>4.40</td>
<td>6.45</td>
<td>18.56</td>
<td>13.36</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Reliability of separation (sample)</td>
<td>0.98</td>
<td>0.95</td>
<td>0.98</td>
<td>1.00</td>
<td>0.99</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Inter-rater reliability</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Observed exact agreement %</td>
<td>64.7</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Expected %</td>
<td>54.6</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Rasch $\kappa$</td>
<td>0.22</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

### RESULTS

#### MFRM measures and model fit

Before presenting results on the research questions, this section outlines MFRM measures to establish the extent to which our dataset cooperated with Rasch model requirements. Overall model fit was good, with Rasch measures accounting for 71.37% of the variance and the global chi square with a probability of .58. Rater fit indices were very close to the expected value of 1, with small standard deviations, indicating uniformity of fit. Rater Infit values ranged from .83 through 1.29, and Outfit values ranged from .72 through 1.16, indicating no serious departures from fit to the Rasch model (Wright & Linacre, 1994). A Rasch $\kappa$ coefficient of 0.22 on the rater facet indicates a moderate level of rater agreement. Raters could be separated into seven distinct levels of severity. As expected, learners also had a range of abilities, being divisible into four distinct levels. The learners’ overall ability was high compared to the difficulty of the lexemes, which was expected as most of the signs in the Demo were familiar to them, so their first attempt was rated highly. In addition, the second attempt was rated highly as learners were encouraged to produce the signs as best as they could modelling the reference video. Lexemes could be separated into six levels. The three attempts had a very wide range of difficulty, as would be hoped, given the inclusion of a “deliberate mistake” attempt. The Criterion facet also had a wide range of difficulty, ranging from the non-dominant handshape with a logit of −0.64 through the overall criterion with a logit value of 0.58, representing 13 distinct levels of difficulty. All reliability of separation coefficients were 0.95 or higher. See Table 2 and Figure 1 for a summary of measures and model fit.
Comparisons of automated rater to human raters

Although the automated rater’s severity was not the highest of the raters, the difference between its severity (0.25 logits) and the average of the human raters (−0.02 logits) was significant \( t(4553) = 5.01; p < .00001 \), although the effect size was small \( (d = 0.15) \). A summary of significant contrasts between the human raters’ biased severity measures and those of the automated rater for Criterion, Lexeme, and Attempt can be seen in Table 3. Negative contrast values indicate that the automated rater was more severe.

Bias/interaction analyses found the largest average contrast among the significant differences between the human raters’ and the automated rater’s biased severities to be on the Lexeme facet, with 24 lexeme comparisons exhibiting contrasts with large Cohen’s \( d \) effect sizes according to the Plonsky and Oswald (2014) two-sample thresholds for second language acquisition research (\(.60 = \) small, \(1.00 = \) medium, \(1.40 = \) large). The lexemes with the most significant contrasts were SPITAL (hospital in English) and WASSER (water), although the largest contrasts were observed with WASSER (1.38 logits) and VIOLETT (purple; 1.32 logits).

The second largest average contrast was found on the Criterion facet, with the largest (1.13 logits) and most (12) contrasts appearing on the Non-Dominant Form criterion, although none of the effect sizes were large.

Finally, the facet with the smallest average contrast was that of Attempt, of which the attempt with the largest contrast and highest number of differences with meaningful effect sizes was that of Reproduce Video, wherein learners signed immediately after viewing a video of the citation form of each sign. However, there was roughly an equal number of significant differences between humans and the automated rater for the Reproduce Video (8) and Deliberate Mistake (9) attempts.

Figure 1. Wright Variable Map of MFRM Measures. Automated Rater is Underlined.
Overall, although the automated rater was significantly harsher than the average of the human raters, and several significant contrasts between it and individual human raters were observed, the automated rater was not significantly different from the human raters nearest to it in severity (1, 6, 11, 13). This result, coupled with its InfitMS value of 1.10, indicates that the automated rater scores similarly to a human rater of slightly-above-average severity.

**Learner feedback**

Learner responses to the Likert-scale questionnaire statements are shown in Figure 2. As shown at the top the figure, learners agreed or fully agreed with the statements about administration included in the questionnaire, indicating that they were generally satisfied with that aspect. There were minimal misunderstandings with regards to the instructions, however these did not impact the learners’ performance: The open responses related to unclear instructions (Theme 1) showed, for example, that one learner was unsure whether they had finished the exercise because the Demo did not include a message after the learners had completed all signs three times. Technical problems (Theme 2) were minor and mostly related to long processing times, which was likely caused by slow internet connection. In addition, learners did not think that the exercise was very difficult, and they did not find it difficult to use the Demo.
As shown at the bottom of Figure 2, the learners thought that the exercise was interesting and fun and that the competencies and contents measured were important for their sign language learning. This was confirmed by the analysis of the open responses, five of which were coded as “Positive learner feedback” (Theme 5) and included statements such as “Great software, thank you!”. However, several learners felt that they could not showcase their productive DSGS-competence very well, although the group as a whole agreed to this statement (\(Mdn = 5\)). One reason for this may be that many learners may have already known many of the lexemes and may therefore not have been able to show their full productive DSGS-proficiency. Some of the learners also suggested other test format for measuring productive signing in their open responses (Theme 4), for example “sentence-level assessments”.

The statement “The feedback helps me to improve my DSGS-competence” received the lowest level of agreement, with six learners partly disagreeing and one learner fully disagreeing (\(Mdn = 4\ “partly agree”). The reasons why this statement received a relatively low level of agreement become clear when looking at the learners’ open answers: Incorrect Demo feedback (Theme 3) was the most common theme across all responses, with 6 out of 16 students mentioning in 12 responses that they sometimes did not understand why the Demo rated certain aspects as incorrect. Exemplary comments were:

Learner 1: Sometimes I couldn’t make out why the program declared something as correct or incorrect. For example, with ["von"] I thought it must be because of small discrepancies in the recording angle.

Learner 5: […] I was irritated that I sometimes received the message “The target sign was incorrect” when I definitely did not see an error.
Learner 12: *Sometimes it was not clear for me at all which mistakes I had made or where the differences between my video and the reference video were, so I could not make any improvements.*

Learner 16: *In isolated cases it was not clear for me what the mistake was. For example, when I put down my hand [at the end of a sign], this was also rated.*

**DISCUSSION AND CONCLUSION**

This study investigated the extent to which human expert raters agree with automated ratings of the Web SMILE Demo, an application designed for learning and automatically assessing the production of individual lexemes in sign languages. We also studied learners’ perception of the automated scores and the automated feedback generated through the Demo by means of a questionnaire. The study was conducted in the context of DSGS.

The results indicate that the Web SMILE Demo was more severe than an average human rater, however it showed a high level of agreement with the human raters nearest to it in severity. In terms of the different rating criteria, the automated ratings on the non-dominant hand showed larger discrepancies with the human ratings than the ratings on the dominant hand (58% of comparisons with significant differences were observed for the non-dominant hand, compared to 25% for the dominant hand). Subsequent analyses indicated that the automated rater picked up on small movements of the non-dominant hand even for one-handed signs and rated them lower, whereas human raters would likely have considered small movements as acceptable. This finding is in line with comparisons of human and automated ratings for assessing writing or speaking performances in spoken languages, where high levels of overall agreement between humans and machines are usually reported, despite some deviations in severity for certain aspects (for assessing writing see e.g. Chan et al., 2023; Correnti et al., 2020; Hussein et al., 2019; for assessing speaking see e.g.; Xi et al., 2012; Xu et al., 2021). Thus, the automated ratings reported through the Web SMILE Demo can be said to reflect human expert ratings well, although they were slightly more severe than an average human rater, particularly for rating handshape and hand movement of the non-dominant hand. Apart from displaying slightly-above average rater severity, the many-facet Rasch model also showed that the Web SMILE Demo rated consistently, with an InfitMS value of 1.10. This indicates a good level of intra-rater reliability.

Despite good agreement between the automated system with (slightly severe) human expert raters, as well as high intra-rater reliability, learner feedback questionnaire data indicated that some of the automated ratings were confusing for the learners. It was not always clear to learners why they received a low score on certain aspects of their performance, when they could not see any obvious errors in their production. Thus, while we found good human-machine and machine-internal agreement at an overall statistical level, the automated system occasionally generated ratings which impacted the quality of feedback at the level of individual lexemes for individual learners. These ratings clearly confused some learners and frustrated them, as they sometimes received a low score from the Demo despite no obvious discrepancies between their performance and the one in the reference video. Some of these ratings may be due to the severe automated ratings of the non-dominant hand criteria for one-handed signs outlined above. Like the human expert raters, the learners would not have considered small movements of the non-dominant hand as problematic, and therefore were
confused by the severe ratings. Thus, from a LOA perspective, the scores generated through the Demo need to be aligned to ensure that the automated ratings consistently correspond to the performances, so that learners receive useful feedback to improve their learning.

We would also argue that deviations of this kind have the potential to sow distrust in the automated feedback, despite a high degree of accuracy of automated ratings on an overall statistical level. Although such ratings were not overly common, they did occur for over a third of learners in our experiments and thereby impacted these learners’ impression on the usefulness of the tool as a learning and assessment platform. To our knowledge, previous research on automated scoring in sign languages has not addressed this issue. This may have to do with the fact that automated sign language scoring is only just emerging and has so far only been used in a limited number of contexts (Chai et al., 2017; Ellis et al., 2016; Liu et al., 2024; Phan et al., 2018). Based on our data, we would argue that automated feedback alone can sometimes lead to misunderstandings in situations when the system produces ratings for specific aspects of a performance that do not reflect the actual performance. A disadvantage of automated systems is that they usually do not outline to the user how they reached a certain score. Although Machine Learning models are transparent and can be explained, the underlying algorithms are often not comprehensible for lay-people. One option to address this shortcoming may be to give learners the opportunity to ask for (human) clarification in case the automated feedback is obviously incorrect. Once the system has been comprehensively validated to ensure that incorrect ratings do not occur, human clarifications may no longer be necessary.

Apart from some of the automated ratings impacting the overall quality of feedback, learners generally enjoyed working with the Web SMILE Demo. They thought that the automated system was interesting and fun, and that it measured competencies which the learners needed for sign language communication. This indicates that the tasks were authentic and elicit competencies that mirror those needed in real-life settings, which is another necessary prerequisite for successful LOA (Carless et al., 2006). In addition, for many of the signs and in many instances, the Demo provided useful feedback on the correctness of handshape and hand movement for both dominant and non-dominant hand. The Demo was successful in helping learners practice individual signs in DSGS, and to perform the manual aspects of these signs accurately. The fact that the learners provided insightful comments on the feedback they received also shows that they developed and applied their evaluative expertise, which addresses the third key principle of LOA (Carless, 2015). Their comments showed that improvements need to be made on rating accuracy, for example regarding the automated ratings of the non-dominant hand, to reduce the number of overly severe ratings.

**FUTURE WORK**

Based on the data collected as part of this study, the Web SMILE Demo will be further developed and refined. The rating data gathered in the current study will be used to train the automated system further and to align it more closely with human raters of average rating severity. To make the feedback even more user-friendly, more precise video feedback including skeletal renderings for each hand will be implemented and detailed information on palm orientation and location will be added. In addition, the model for the recognition of the individual aspects will be refined by including additional lexemes, both one-handed and two-handed, in the next version of the system.
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## Appendices

### Appendix 1  Details about the 16 lexemes

<table>
<thead>
<tr>
<th>Gloss</th>
<th>Image</th>
<th>Handedness</th>
<th>Handshape dominant hand</th>
<th>Movement</th>
<th>Links to the images and videos from the SGB-FSS* online lexicon:</th>
</tr>
</thead>
<tbody>
<tr>
<td>ABER</td>
<td><img src="image1" alt="Image" /></td>
<td>One hand</td>
<td><img src="image2" alt="Image" /></td>
<td></td>
<td><a href="https://www.sgb-fss.ch/signsuisse/lexikon/116541/aber">https://www.sgb-fss.ch/signsuisse/lexikon/116541/aber</a></td>
</tr>
<tr>
<td>ANGESTELLTE</td>
<td><img src="image3" alt="Image" /></td>
<td>Two hands</td>
<td><img src="image4" alt="Image" /></td>
<td>asymmetrical</td>
<td><a href="https://www.sgb-fss.ch/signsuisse/lexikon/123654/angestellte">https://www.sgb-fss.ch/signsuisse/lexikon/123654/angestellte</a></td>
</tr>
<tr>
<td>CHAOS</td>
<td><img src="image5" alt="Image" /></td>
<td>Two hands</td>
<td><img src="image6" alt="Image" /></td>
<td>asymmetrical</td>
<td><a href="https://www.sgb-fss.ch/signsuisse/lexikon/128590/chaos">https://www.sgb-fss.ch/signsuisse/lexikon/128590/chaos</a></td>
</tr>
<tr>
<td>FREUND</td>
<td><img src="image7" alt="Image" /></td>
<td>Two hands</td>
<td><img src="image8" alt="Image" /></td>
<td></td>
<td><a href="https://www.sgb-fss.ch/signsuisse/lexikon/112906/freunde">https://www.sgb-fss.ch/signsuisse/lexikon/112906/freunde</a></td>
</tr>
<tr>
<td>FUSSBALL</td>
<td><img src="image9" alt="Image" /></td>
<td>Two hands</td>
<td><img src="image10" alt="Image" /></td>
<td>asymmetrical</td>
<td><a href="https://www.sgb-fss.ch/signsuisse/lexikon/114842/fussball">https://www.sgb-fss.ch/signsuisse/lexikon/114842/fussball</a></td>
</tr>
<tr>
<td>METALL</td>
<td><img src="image11" alt="Image" /></td>
<td>Two hands</td>
<td><img src="image12" alt="Image" /></td>
<td>symmetrical</td>
<td><a href="https://www.sgb-fss.ch/signsuisse/lexikon/130034/metall">https://www.sgb-fss.ch/signsuisse/lexikon/130034/metall</a></td>
</tr>
<tr>
<td>PRÜFUNG</td>
<td><img src="image13" alt="Image" /></td>
<td>One hand</td>
<td><img src="image14" alt="Image" /></td>
<td></td>
<td><a href="https://www.sgb-fss.ch/signsuisse/lexikon/124295/pruefung">https://www.sgb-fss.ch/signsuisse/lexikon/124295/pruefung</a></td>
</tr>
<tr>
<td>SOMMER</td>
<td><img src="image15" alt="Image" /></td>
<td>One hand</td>
<td><img src="image16" alt="Image" /></td>
<td></td>
<td><a href="https://www.sgb-fss.ch/signsuisse/lexikon/114804/sommer">https://www.sgb-fss.ch/signsuisse/lexikon/114804/sommer</a></td>
</tr>
</tbody>
</table>

(Continued)
<table>
<thead>
<tr>
<th>Gloss</th>
<th>Image</th>
<th>Handedness</th>
<th>Handshape dominant hand</th>
<th>Movement</th>
<th>Links to the images and videos from the SGB-FSS* online lexicon</th>
</tr>
</thead>
<tbody>
<tr>
<td>SPIELEN</td>
<td>Two hands</td>
<td></td>
<td>asymmetrical</td>
<td></td>
<td><a href="https://www.sgb-fss.ch/signsuisse/lexikon/124539/spielen">https://www.sgb-fss.ch/signsuisse/lexikon/124539/spielen</a></td>
</tr>
<tr>
<td>to play</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SPITAL</td>
<td>Two hands</td>
<td></td>
<td>symmetrical</td>
<td></td>
<td><a href="https://www.sgb-fss.ch/signsuisse/lexikon/126431/spital">https://www.sgb-fss.ch/signsuisse/lexikon/126431/spital</a></td>
</tr>
<tr>
<td>hospital</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>THEATER</td>
<td>Two hands</td>
<td></td>
<td>asymmetrical</td>
<td></td>
<td><a href="https://www.sgb-fss.ch/signsuisse/lexikon/123605/theater">https://www.sgb-fss.ch/signsuisse/lexikon/123605/theater</a></td>
</tr>
<tr>
<td>theater</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>UNTERSCHRIFT</td>
<td>Two hands</td>
<td></td>
<td>asymmetrical</td>
<td></td>
<td><a href="https://www.sgb-fss.ch/signsuisse/lexikon/113473/unterschrift">https://www.sgb-fss.ch/signsuisse/lexikon/113473/unterschrift</a></td>
</tr>
<tr>
<td>signature</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>VIOLETT</td>
<td>One hand</td>
<td></td>
<td></td>
<td></td>
<td><a href="https://www.sgb-fss.ch/signsuisse/lexikon/117453/violett">https://www.sgb-fss.ch/signsuisse/lexikon/117453/violett</a></td>
</tr>
<tr>
<td>violet</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>VON</td>
<td>One hand</td>
<td></td>
<td></td>
<td></td>
<td><a href="https://www.sgb-fss.ch/signsuisse/lexikon/112632/von">https://www.sgb-fss.ch/signsuisse/lexikon/112632/von</a></td>
</tr>
<tr>
<td>from</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>WARTEN</td>
<td>One hand</td>
<td></td>
<td></td>
<td></td>
<td><a href="https://www.sgb-fss.ch/signsuisse/lexikon/126727/warten">https://www.sgb-fss.ch/signsuisse/lexikon/126727/warten</a></td>
</tr>
<tr>
<td>to wait</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>WASSER</td>
<td>One hand</td>
<td></td>
<td></td>
<td></td>
<td><a href="https://www.sgb-fss.ch/signsuisse/lexikon/125816/wasser">https://www.sgb-fss.ch/signsuisse/lexikon/125816/wasser</a></td>
</tr>
<tr>
<td>water</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

*Swiss Association of the Deaf (Schweizerischer Gehörlosenbund, Fédération Suisse des Sourds, Federazione Svizzera dei Sordi).
## Appendix 2 Exemplary rating form

Note: The first two performances are shown. Only the first performance has been scored (as indicated by the green cells marked with “X”).

<table>
<thead>
<tr>
<th>Item</th>
<th>Hand form</th>
<th>Head movement</th>
<th>Hand form</th>
<th>Head movement</th>
<th>Overall score**</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.1</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>1.2</td>
<td>3</td>
<td>1</td>
<td>3</td>
<td>1</td>
<td>3</td>
</tr>
<tr>
<td>1.3</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>1.4</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

*You should not score hand orientation, but only hand form. E.g., if the hand form is correct, but hand orientation is 180°, it should be rated as correct. The system cannot get into hand orientation.

**The overall score should not be calculated as the mean of the other scores but should be rated separately.